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This thesis is concerned with the diurnal cycle of sea surface temperature (SST). The diurnal variability of SSTs are an important feature of the climate system. In order to obtain accurate SST records and reduce errors in satellite derived SST estimates an understanding of the diurnal signals in these observations are essential. Satellite derived SST observations measure the skin and sub-skin layers whereas ocean models typically resolve a 5 metre temperature. An understanding of these differences are important for assimilation of SST.

In this thesis a one-dimensional mixed layer ocean model is improved and developed with the capability of representing the dominant processes involved in the development of the diurnal cycle of SSTs. The model is forced with operational forecast data and used to build spatial maps of the diurnal warming.

The extent of the diurnal warming at a particular location and time is predominately governed by a non-linear response to the cloud cover and sea surface wind speeds over the day. The accuracy of the modelled SST is hampered by uncertainty in these forcing variables. A novel algorithm is developed that uses SST observations to derive corrections to the wind speeds and cloud cover values. These corrections are determined such that the corrected forcing values result in model trajectories that better fit the SST observations. Results reveal SST estimates and air-sea fluxes that are more consistent with observations. This technique provides a dynamic observation operator that can be used to remove diurnal warming signals from observations and provide estimates of skin to foundation temperature differences. This new method is an invaluable tool in providing accurate measures of the diurnal warming. Overall this thesis has advanced knowledge in modelling diurnal variability and established an improved method for assimilating satellite SST observations by taking account of the diurnal cycle.
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# 0.1 List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AATSR</td>
<td>Advanced Along-Track Scanning Radiometer</td>
</tr>
<tr>
<td>AVHRR</td>
<td>Advanced Very High Resolution Radiometer</td>
</tr>
<tr>
<td>CMO</td>
<td>Coastal Mixing and Optics Experiment</td>
</tr>
<tr>
<td>COARE</td>
<td>Coupled Ocean-Atmosphere Response Experiment</td>
</tr>
<tr>
<td>DW</td>
<td>Diurnal Warming</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium-Range Weather Forecasts</td>
</tr>
<tr>
<td>EnKF</td>
<td>Ensemble Kalman Filter</td>
</tr>
<tr>
<td>ENSO</td>
<td>El Nino Southern Oscillation</td>
</tr>
<tr>
<td>ESSC</td>
<td>Environmental Systems Science Centre</td>
</tr>
<tr>
<td>FOAM</td>
<td>Forecast Ocean Analysis Model</td>
</tr>
<tr>
<td>GCM</td>
<td>General Circulation Model</td>
</tr>
<tr>
<td>GHRsst-PP</td>
<td>GODAE High Resolution Sea Surface Temperature Pilot Project</td>
</tr>
<tr>
<td>GMT</td>
<td>Greenwich Mean Time</td>
</tr>
<tr>
<td>GODAE</td>
<td>Global Ocean Data Assimilation Experiment</td>
</tr>
<tr>
<td>GOCE</td>
<td>Geostationary Operational Environment Satellite</td>
</tr>
<tr>
<td>GOTM</td>
<td>General Ocean Turbulence Model</td>
</tr>
<tr>
<td>HADISST</td>
<td>Hadley Centre Sea Ice and Sea Surface Temperature Data Set</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared</td>
</tr>
<tr>
<td>JAXA</td>
<td>Japan Aerospace Exploration Agency</td>
</tr>
<tr>
<td>LWR</td>
<td>Long-wave Radiation</td>
</tr>
<tr>
<td>MLD</td>
<td>Mixed Layer Depth</td>
</tr>
<tr>
<td>MOST</td>
<td>Monin-Obukhov Similarity Theory</td>
</tr>
<tr>
<td>MW</td>
<td>Microwave</td>
</tr>
<tr>
<td>NAR</td>
<td>North Atlantic Regional</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NCAR</td>
<td>National Center for Atmospheric Research</td>
</tr>
<tr>
<td>NCOF</td>
<td>National Centre for Ocean Forecasting</td>
</tr>
<tr>
<td>NWP</td>
<td>Numerical Weather Prediction</td>
</tr>
<tr>
<td>OI</td>
<td>Optimal Interpolation</td>
</tr>
<tr>
<td>OSTIA</td>
<td>Ocean Sea Temperature and Ice Analysis</td>
</tr>
<tr>
<td>PDE</td>
<td>Partial Differential Equation</td>
</tr>
<tr>
<td>POLCOMS</td>
<td>Proudman Oceanographic Laboratory Coastal Ocean Modelling System</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>RSOI</td>
<td>Reduced Space Optimal Interpolation</td>
</tr>
<tr>
<td>SeaWiFS</td>
<td>Sea-viewing Wide Field-of-view Sensor</td>
</tr>
<tr>
<td>SEVIRI</td>
<td>Spinning Enhanced Visible and Infrared Imager</td>
</tr>
<tr>
<td>SST</td>
<td>Sea Surface Temperature</td>
</tr>
<tr>
<td>STD</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>SWR</td>
<td>Short-wave Radiation</td>
</tr>
<tr>
<td>TKE</td>
<td>Turbulent Kinetic Energy</td>
</tr>
<tr>
<td>TMI</td>
<td>TRMM Microwave Imager</td>
</tr>
<tr>
<td>TOGA</td>
<td>Tropical Ocean Global Atmosphere</td>
</tr>
<tr>
<td>TRMM</td>
<td>Tropical Rain Measuring Mission</td>
</tr>
<tr>
<td>UKMO</td>
<td>United Kingdom Meteorological Office</td>
</tr>
<tr>
<td>WHOI</td>
<td>Woods Hole Oceanographic Institute</td>
</tr>
</tbody>
</table>
0.2 List of Symbols

\( b \) Buoyancy

\( c_p \) Specific heat capacity of sea water at constant pressure

\( c_{pa} \) Specific heat capacity of air at constant pressure

\( c_{\mu}, c'_{\mu} \) Stability functions

\( e \) Water vapour pressure

\( g \) Gravitational acceleration

\( h \) Height above sea surface

\( h_i \) Thickness of model grid layer \( i \)

\( k \) Turbulent kinetic energy; thermal conductivity of sea water

\( l \) Generic length scale

\( n \) Fractional cloud cover

\( p \) Sea water pressure

\( q \) Water vapour mixing ratio

\( q_{th} \) Relative humidity

\( \mathbf{u} = (u, v)^T \) Horizontal wind velocities

\( u_s, q_s, T_s \) Scaling parameters

\( \mathbf{v} = (u, v)^T \) Horizontal sea water velocities

\( z \) Depth in the water column

\( z_0, z_{0q}, z_{0T} \) Roughness lengths

\( z_{\text{MLD}} \) Mixed layer depth

\( z^i \) Depth at model grid layer \( i \)

\( A_a \) Water vapour and ozone absorption

\( B \) Production of turbulent kinetic energy by buoyancy

\( C_D, C_E, C_H \) Transfer coefficients for momentum, latent and sensible heat respectively

\( C_n \) Cloud cover coefficient used in Reed formula
\( I_0 \) Net surface short-wave radiation
\( I_i \) Clear Sky Surface insolation
\( I_{\text{diff}} \) Surface diffuse insolation
\( I_{\text{dir}} \) Surface direct insolation
\( L \) Monin-Obukhov length
\( L_v \) Latent heat of vapourization
\( P \) Production of turbulent kinetic energy by mean shear
\( Q \) Net surface heat flux without solar radiation
\( Q_B \) Net surface long-wave radiation
\( Q_B^i \) Downwelling long-wave radiation
\( Q_E \) Latent heat flux
\( Q_H \) Sensible heat flux
\( Re \) Reynolds number
\( S \) Sea water salinity
\( S_0 \) Solar constant
\( T_a \) Air temperature
\( T_v \) Virtual air temperature
\( \alpha \) Albedo
\( \alpha_L \) Long-wave reflectivity
\( \beta \) Solar noon angle
\( \delta \) Sun declination angle
\( \epsilon \) Rate of dissipation; surface emissivity
\( \nu \) Kinematic fluid viscosity
\( \nu^m, \nu^\theta, \nu^S \) Molecular diffusivities of momentum, heat, and salinity respectively
\( \nu_t, \nu_t' \) Turbulence diffusivity parameters
\( \theta \) Sea water temperature
\( \kappa \) von Karman constant
\( \lambda \) Saunders coefficient
\[ \lambda_n \] Latitude dependent cloud cover coefficient
\[ \rho \] Sea water density
\[ \rho_0 \] Reference sea water density
\[ \rho_a \] Air density
\[ \sigma \] Stefan-Boltzmann constant
\[ \sigma_k, \sigma_\epsilon \] Schmidt number for turbulent kinetic energy and dissipation respectively
\[ \tau \] Atmospheric transmission coefficient
\[ \boldsymbol{\tau} = (\tau_x, \tau_y)^T \] Wind stresses
\[ \phi \] Latitude
\[ \phi_m, \phi_q, \phi_T \] Stability parameters
\[ \omega \] Solar zenith angle
\[ \Psi_m, \Psi_q, \Psi_T \] Stability corrections
\[ \nabla = \left( \frac{\partial \phi}{\partial x}, \frac{\partial \phi}{\partial y} \right) \] Horizontal gradient, \( x \) and \( y \) are the eastward and northward coordinates respectively
Chapter 1

Introduction

1.1 Motivation

Knowledge of sea surface temperatures (SSTs) has importance for humankind with many valuable social and economic benefits. The SST is a crucial component in many physical, biological, and chemical processes within the Earth system. It is one of the most important properties governing the exchange of energy between the atmosphere and ocean and as such is of paramount importance in air-sea flux calculations. A good knowledge of SST is therefore germane in our understanding of upper ocean physical, biogeochemical processes, and air-sea interaction. SST is a variable widely used for describing ocean circulation and dynamics. It has an important role in Numerical Weather Prediction (NWP) as a boundary condition in General Circulation Models (GCMs) and therefore is valuable for weather forecasting. For example a necessary condition for the genesis of tropical cyclones is that the SST be above approximately 26 °C and SST maps are used to evaluate oceanic heat content, which is important for predicting hurricane intensity development [126] and [45]. It also has an important role in climate science where it is viewed as a key indicator of climate change and variability [53].
1.2 Air-Sea Interaction

The SST may be perceived as being determined by a balance of many processes, including air-sea exchange, ocean transport, and ocean mixing. Figure 1.1 illustrates these principal environmental processes that affect SST. An understanding of these processes and their interactions is vital for the beneficial inclusion of global high resolution SST observations into ocean models.

![Image of air-sea interaction processes]

Figure 1.1: A schematic diagram illustrating the various processes that influence SST in the ocean-atmosphere system.

1.3 Oceanic Heat Budget

The heat budget of the oceanic mixed layer represents a balance of several terms [132]

\[
 z_{\text{MLD}} \frac{\partial \theta_a}{\partial t} + z_{\text{MLD}} \left( \mathbf{v}_a \cdot \nabla \theta_a + \frac{v^2_a}{\theta_a} - \nabla \theta_a \right) + \left( \theta_a - \theta_{z_{\text{MLD}}} \right) w_e + \nabla \cdot \int_{z_{\text{MLD}}}^{0} \mathbf{v}_a \hat{\theta}_a dz = \frac{Q + Q_{\text{z_{MLD}}}}{\rho c_p}.
\]

(1.1)
From left to right the terms represent, local storage, horizontal advection (split into mean and eddy terms), entrainment, vertical temperature and velocity covariance, and the combination of net atmospheric heating and vertical turbulent diffusion at the base of the mixed layer, where $z_{\text{MLD}}$ is the mixed layer depth, $\theta_a$ and $\mathbf{v}_a = (u_a, v_a)^T$ are the mixed layer depth averaged sea temperature and horizontal velocities, over-bar represents a time mean, $\theta'_a$ and $\mathbf{v}'_a$ are deviations from the mean, $\hat{\theta}_a$ and $\hat{\mathbf{v}}_a$ represent deviations from the vertical average. The entrainment velocity $w_e$ can be replaced by $\frac{\partial z_{\text{MLD}}}{\partial t} + \nabla \cdot z_{\text{MLD}} \mathbf{v}_a$ following [132]. The net surface heat flux without solar radiation, denoted $Q$, can be split into the following

$$Q = Q_E + Q_B + Q_H.$$  \hfill (1.2)

From left to right these components represent the latent heat flux, the net surface long-wave radiation and the sensible heat flux, with units Wm$^{-2}$. The term $Q_{z_{\text{MLD}}}$ can be separated as follows

$$Q_{z_{\text{MLD}}} = I_0 - I_{z_{\text{MLD}}} + \rho c_p w' \theta'_{z_{\text{MLD}}},$$  \hfill (1.3)

where $I_0$ denotes the net surface solar radiation, with units Wm$^{-2}$. The mixed layer does not absorb all of $I_0$, a fraction $I_{z_{\text{MLD}}}$ penetrates below depth $z_{\text{MLD}}$. The final entry is turbulent diffusion at the base of the mixed layer.

Simplifications to this complete heat budget and a more in-depth look at the various sources and sinks are presented in Chapter 3.

### 1.4 Observations

#### 1.4.1 In-Situ Observations

A limited number of in-situ observations of SST are available from ocean moorings, buoys, and ship observations. Argo floats [47] provide vital profile information of temperature and salinity needed to initialise ocean models. In this thesis a few research moorings providing intensive periods of observations are used to validate an ocean model and develop assimilation routines.
1.4.2 Satellite Derived SST

SST measured from Earth observation satellites is increasingly required for use in the context of operational monitoring and forecasting of the ocean, for assimilation into coupled ocean-atmosphere model systems and for applications in short-term NWP and longer term climate change detection. The wealth of satellite SST data now available for scientific research opens the possibility of large improvements to SST estimation. Currently there are many different operational SST data products available; most are derived at least in part from satellite systems [106]. Space borne SST observations are derived from brightness temperatures as measured by infrared (IR) or microwave (MW) radiometers. The performance of infrared radiometers is hampered by cloud cover, whereas the microwave radiation is able to propagate through clouds, but observations can be contaminated by heavy rainfall (see Section 6.3 for more information).

1.5 Diurnal Variability

The optimal use of such data, however, is not straightforward. Donlon et al [32] discusses the difficulties in validation of satellite SST measurements; they argue that a better understanding of the spatial and temporal variability of thermal stratification of the upper-ocean layers especially during low-wind speed conditions is fundamental for this validation. To utilise the full range of SST observations available (satellite IR and MW, buoys, and ship measurements) extreme care must be taken to account for the different depths and local times of each observation.

1.5.1 Temporal Variability

Diurnal warming was reported by Stommel [134] in 1969 and has since been investigated by a number of authors at various locations e.g. [23], [104], [105], [151], and [136]. Intense diurnal warming of the surface of the ocean commonly occurs in low wind and clear sky conditions, when the wind-driven turbulence is insufficient to erode the near-surface re-stratification caused by absorption of solar radiation during the day. This buoyant highly stratified warm layer leads to an afternoon (local time) diurnal
peak, after which the amplitude decays as surface cooling triggers oceanic convection and surface stress causes vertical shear, breaking down the diurnal thermocline [104]. Warming in favourable conditions can be $3.5\,^\circ\text{C} [135]$, although an astounding diurnal variability of over $6\,^\circ\text{C}$ has been recorded [40]. In contrast, when an active wind-driven mixed layer is present, the diurnal amplitude of surface temperature seldom exceeds a few tenths of degrees. Indeed even under favourable conditions a sharp wind burst is often enough to break down the near surface stratification [138].

Since SST retrievals by satellites are sensitive to a thin surface layer, this diurnal warming effect strongly influences these measurements. Often the local time of SST observations are not taken into account when merging satellite data to produce observational products, e.g. Reynolds [112]; this leads to biases in these products. Problems are also encountered when assimilating SST observations as current ocean models do not try to resolve these diurnal effects so a diurnally ‘corrupted’ observation assimilated into the model could result in a misleading signal. A more sensible approach beginning to be adopted is to flag observations that are taken during the day in low wind speed conditions; this reduces the likelihood of a bias due to diurnal warming, e.g. OSTIA (see Section 5.3.5).

1.5.2 Spatial Variability

As the solar heating warms and stabilises the upper ocean, limiting the downward penetration of turbulent wind mixing, the thermal response produces a warm stratified layer in which air-sea fluxes of heat and momentum are surface trapped. The trapping depth is set by the opposing effects of stabilising heat flux and destabilising surface stress [104]. This warm layer is associated with the rise in SST and decrease in mixed layer depth. This phenomenon results in daily variability of the upper ocean vertical temperature profile. An idealised typical day and night profile is seen in Figure 1.2.

A variety of SST observations from various sources are often used in conjunction without taking into account the depth at which these temperature observations are representative. Satellite observations especially, represent a near surface layer; however, these observations are assimilated into ocean models that do not resolve such fine
spatial structure. The SST at 5 metres (the depth at the centre of the top grid box in a typical high resolution ocean model) can be several degrees cooler than the near surface temperature. Without knowing the temperature differences at the relevant depths we can not utilise all the information content available in observations.

### 1.5.3 Definitions

Evidently care needs to be taken in how the term ‘SST’ is used and defined. What follows is a classification of SSTs that takes into account the vertical temperature structure of the upper ocean. These were introduced by Donlon et al [32] and used by the GODAE High Resolution Sea Surface Temperature Pilot Project (GHIRSST-PP) and shall be adopted throughout this thesis.

![Schematic diagram showing a typical vertical temperature structure of the upper ocean at a) night and b) day.](image)

Figure 1.2: A schematic diagram showing a typical vertical temperature structure of the upper ocean at a) night and b) day. This schematic is reproduced from [107]
The interface SST, \( (\theta_{\text{int}}) \), is a theoretical temperature at the precise air-sea interface. \( \theta_{\text{int}} \) is of no practical use because it cannot be measured using current technology.

The skin SST, \( (\theta_{\text{skin}}) \), is defined as the temperature measured by an infrared radiometer operating in the 10–12 \( \mu \text{m} \) spectral wave-band. As such, it represents the actual temperature of the water across a very small depth of approximately 20 \( \mu \text{m} \). This definition is chosen for consistency with the majority of infrared satellite and ship mounted radiometer measurements. As seen in Figure 1.2 the skin SST is slightly cooler than the interior temperature just below; this is because of evaporative and radiative cooling (see Section 3.5.9).

The sub-skin SST, \( (\theta_{\text{subskin}}) \), represents the temperature at the base of the thermal skin layer. The difference between \( \theta_{\text{int}} \) and \( \theta_{\text{subskin}} \) is related to the net flux of heat through the thermal skin layer. For practical purposes, \( \theta_{\text{subskin}} \) can be well approximated to the measurement of surface temperature by a microwave radiometer operating in the 6–11 GHz frequency range. \( \theta_{\text{subskin}} \) is the temperature of a layer 1 mm thick at the ocean surface.

\( \theta_{\text{depth}} \) or \( \theta(z) \), is the terminology adopted by GHRSST-PP to represent an in-situ measurement near the surface of the ocean that is typically reported simply as SST or “bulk” SST. For example \( \theta_{6\text{m}} \) or \( \theta(6\text{m}) \) would refer to an SST measurement made at a depth of 6 metres.

The foundation SST, is defined as the top temperature in the water column free of diurnal temperature variability. This will be equal to the \( \theta_{\text{subskin}} \) in the absence of any diurnal signal. It is named to indicate that it is the foundation temperature from which the growth of the diurnal thermocline develops each day. The foundation SST product provides an SST that is free of any diurnal variations (daytime warming or nocturnal cooling).
1.6 The Influence of Diurnal Variability

The diurnal cycle is a fundamental signal in the climate system [157]. Increasingly it is being seen to have an impact on longer time scales. Many authors have commented on the significance of the diurnal cycle to the ocean-atmosphere coupled system (see the discussion in Sections 1.6.1–1.6.4). This is particularly true in the western Pacific warm pool, which experiences large diurnal amplitudes. The implications of a deeper understanding of the diurnal variability will benefit several areas.

1.6.1 Consequences for SST

Bernie et al [9] used a one-dimensional mixed layer model of the ocean forced with measurements from the intensive observing period of the Tropical Ocean Global Atmosphere Coupled Ocean-Atmosphere Response Experiment (TOGA COARE). Comparing model outcomes produced from hourly fluxes with those using daily mean fluxes they concluded that in the western warm pool the rectification of the diurnal cycle of SST onto the daily mean SST accounted for one third of the magnitude of intra-seasonal variability of SST. This built on the earlier findings by Shinoda and Hendon [128] who from similar experiments indicate that the diurnal variation of short-wave radiation significantly affects the amplitude and phase of the intra-seasonal SST variation. Danabasoglu et al [26] included an idealised diurnal cycle of solar forcing in the Community Climate System Model. The daily mean solar radiation received in each daily coupling interval was distributed over 12 daylight hours. They found that the mean equatorial SST in the Pacific was warmed by as much as 1°C, in better agreement with observations.

1.6.2 Impact on Fluxes

The key paper in the study of diurnal warming effects is that by Price and Weller [104]. A major conclusion from this paper is that the process of diurnal cycling plays an important role in shaping the long term response of the upper ocean to atmospheric forcing. Diurnal effects on mean SST are noticed in the calculated air-sea heat fluxes
which then have a feedback effect on future SSTs. NWP and climate simulations use standard SST datasets such as Reynolds et al [111] which produce monthly or weekly mean fixed bulk SSTs. These SSTs are used in the calculation of the air-sea fluxes. This process can lead to two sources of errors. Firstly the bulk SST is not the temperature at the interface and therefore should not be used in any flux calculations; earlier we noted that skin to bulk temperature differences can be significant. This is something that was addressed by Fairall et al [35] who developed a bulk flux algorithm that incorporated a warm layer and cool skin effect (see Section 3.5.8). The second source of error stems from the use of mean SST values which smooth out any diurnal variations in SST. Ledvina et al [75] showed that monthly, weekly, and daily averaged bulk meteorological parameters can lead to serious errors in fluxes especially in equatorial, temporally variable wind regimes. In another study in the western Sargasso Sea by Cornillon et al [23], they found that diurnal effects produced a monthly mean SST that was 0.2°C higher and resulted in a decrease of 5 Wm$^{-2}$ in the mean heat flux entering the ocean. Webster et al [151] reveal that a 1°C change (or error) in SST would result in a change (or error) of 27 Wm$^{-2}$ in the net surface heat flux of the tropical western Pacific. This is greater than the mean air-sea heat flux (17.5 Wm$^{-2}$) observed over a five month period in this region [154]. Using the NCAR Community Climate Model Wei et al [153] showed that an improved simulation of the intraseasonal variability in the western Pacific was found with model runs forced by weekly SSTs with a parameterised diurnal cycle [151] over those without a diurnal cycle. As explained in the section above Danabasoglu et al [26] found that diurnal coupling in the Community Climate Systems Model produced as much as 1°C warming to SSTs in the tropical oceans. However a simple rectification of the diurnal cycle can explain less than 0.1°C of this warming. They state that the atmospheric response to the warm SST anomalies display a very different heat flux signature and therefore that large scale air-sea coupling is a prime mechanism for amplifying the rectified, daily averaged SST signals seen by the atmosphere.
1.6.3 Repercussions for Mixed Layer Depth

Shinoda and Hendon [128] reported that the inclusion of the diurnal cycle of insolation produces a shallower, warmer mixed layer overlying a colder sub-mixed layer, as compared to that produced by daily mean insolation in modelling studies in the western Pacific. Danabasoglu et al [26] found the mean boundary layer reduced in their diurnal forcing experiments with the Community Climate Systems Model. Similarly, McCreary et al [80] found that diurnal forcing in the Arabian Sea was an important aspect of mixed layer dynamics and biology. With a three-dimensional physical-biological model they show that diurnal forcing alters the mixed layer and biological responses, among other things, by lengthening the time that the mixed layer is thick during the Northeast Monsoon, by strengthening the spring and fall blooms and delaying them by 3 weeks, and by intensifying phytoplankton levels during inter-monsoon periods. In another recent modelling study in the western Pacific, Bernie et al [9] state that the inclusion of the diurnal cycle enhances the strength of mixing across the thermocline by the proper representation of the night-time deep mixing in the ocean implying a rectification of the diurnal cycle onto the mean climate of the tropical ocean. Also in the western equatorial Pacific Shinoda [127] identifies upper-ocean mixing processes during nighttime as the mechanism by which the diurnal cycle modulates the intra-seasonal SST. Surface warming during daytime creates a shallow diurnal warm layer near the surface, which can easily be eroded by surface cooling during night-time. Further cooling beyond eroding the previous days warming is difficult because it requires substantial energy to entrain deeper water into the mixed layer. Since the shallow mixed layer is not formed in experiments with daily mean surface fluxes, the SST for the hourly forcing case is warmer most of the time due to the diurnally varying solar radiation.

1.6.4 Effect on Horizontal SST Gradients

Katsaros and Soloviev, in [66] and [67], have illustrated how horizontal SST discontinuities occurring at fronts, eddies, and in storm wakes are diminished by diurnal variability. Numerical modelling and some field results were used to show that if both
sides of a horizontal SST discontinuity experience identical clear sky, low wind speed conditions, then the warmer side will produce a weaker diurnal SST signal than the cooler side. This is because on the warmer side the greater SST will cause a larger heat release (resulting from long-wave radiation and latent and sensible heat flux losses) from the ocean and thus dampen diurnal warming when compared with the colder side of the front. Thus, in this situation, remotely sensed data of the sea surface taken during the day would reveal a much reduced or even vanished horizontal gradient when compared to the initial (pre diurnal warming) horizontal gradient. However, the true horizontal gradient would still be present below the shallow diurnal thermocline. This masking or camouflaging of horizontal gradients in remotely sensed SST data could have adverse effects for users of such data e.g. the fishing industry, in the estimation of acoustic transmission, and the forecasting of hurricane development.

1.7 Diurnal Variability Modelling

Attempts to model the upper ocean response to diurnal heating, cooling, and wind mixing are limited in number. Accurately modelling diurnal variability is difficult as it involves the complex non-linear interaction between ocean and atmosphere. However, attention should focus on a few core issues: the choice of mixing parameterisations, flux forcing resolution, vertical grid resolution, and the penetration of solar radiation. In this section a review of studies that have specifically focused on modelling the diurnal cycle of SSTs is presented, focusing on the above issues.

The first detailed modelling study of the diurnal cycle was by Price et al [104] who developed a bulk model dependent on the generation of shear instability at the base of the mixed layer. This model was also used by Shinoda to model diurnal variability in the western equatorial Pacific [128] and [127]. Hallsworth [50] compared the Price bulk mixed layer model with a turbulence closure model called GOTM (See Chapter 2) at two mooring sites and consistently found GOTM performing better at modelling the diurnal cycle of near surface temperatures. An alternative earlier bulk model by Kraus and Turner [72] was compared to the diffusion model of Kantha and Clayson
in a study on modelling the diurnal thermocline by Horrocks et al [52]. They found that the Kraus-Turner model reasonably indicated when diurnal thermoclines should be expected, but was inadequate at predicting the magnitude. The main limitation was the reliance on mechanical and buoyancy driven mixing, which under strong solar heating and low wind speed is non existent and thus leads to heat build up with no mechanism, such as diffusion or conduction, to draw heat downwards. Whereas the Kantha-Clayson model was far more effective at predicting diurnal amplitudes.

Essential to modelling a diurnal cycle of SST is to force the model with diurnally varying surface fluxes especially the solar radiation. However high frequency forcing data are not always available; this presents a major restraint on diurnal modelling. Diurnal modelling studies have often been based at the TOGA COARE site ([151], [127], and [9]) where high resolution observed meteorology (every 15 minutes) is available. Bernie et al [9] performed experiments with varied flux frequencies and concluded that to capture 90% of the diurnal variability of SST, 3 hourly flux forcing was required. However Horrocks et al [52] used 6 hourly surface fluxes from the Met Office NWP analysis and converted the solar flux to a finer resolution. This was done by using an integral equation to find a peak insolation value from the 6 hourly means. The peak insolation value was assumed to occur at noon with a smooth variation in time either side of the peak. A similar technique was also used by Hallsworth [50] who used 6 hourly NWP solar fluxes to adjust a clear sky value at a finer resolution. The use of NWP data in diurnal variability modelling is far from ideal, particularly with regards to the 6 hourly mean wind stress, as the diurnal cycle can be extremely sensitive to fine scale wind structure [138]. This limitation has to be accepted; however, we are required to do the best we can within these constraints.

Mixed layer models can easily be set-up to run with a fine near surface vertical grid, needed to capture the diurnal thermocline. In the western Pacific warm pool an upper layer thickness of order 1 metre is required to capture 90% of the diurnal variability [9]. The diurnal variability described in [9] is that obtained from temperature observations measured at a depth of 0.45 metres. Satellite observations measure a much finer near surface; this is why Horrocks et al [52] had a top grid layer thickness of 2 cm, increasing
exponentially to 60 cm at the 60\textsuperscript{th} layer, when comparing model output to AATSR observations. Hallsworth [50] had a vertical grid with thickness of order centimetres near the surface decreasing to order metres at deeper depths.

Another area of importance for diurnal cycle modelling is the penetration of solar radiation into the ocean (see Section 3.3). In [104] they used a parameterisation by Paulson and Simpson [100] (see Section 3.3). This parameterisation is still widely used in diurnal modelling studies e.g. [9] and [127] in spite of its inappropriateness for accurate representation of diurnal warming, presumably because it is still used in the majority of current climate models. Improvements are, however, made by Horrocks et al [52] who implement the more appropriate 9 band parameterisation [101]. Hallsworth [50] experimented with several parameterisations including decomposing the full spectral range into 278 intervals. However, the absorption of SWR in the upper ocean is highly dependent on classification of water type (see Section 3.3). In [84] C. Donlon and G. Wick recommend that more of a focus on the biological impact of solar penetration should be taken as this is a known issue for strong diurnal variability and modification of the vertical profile. Webster et al [151] implemented a parameterisation of 3 spectral intervals with coefficients determined from the ocean’s bio-optical state [89] (see Section 3.3).

1.8 Thesis Aims

The complex interactions across and in the vicinity of the marine boundary layer have been highlighted and a detailed description given of the physical processes at play in the development of the diurnal cycle of SSTs. Although the physics are known in some detail, modelling this non-linear system is still very much in its infancy. Developments in mixed layer models have been seen in recent decades (e.g. [104], [74], [62], and [149]), but rarely has this focused on modelling the diurnal cycle of SSTs (see the above section). As such the first aim of this thesis is to improve and develop modelling capabilities in this area.

Another issue highlighted in this introduction is how satellite observations of SST
represent temperatures at the skin and sub-skin layer which are very much influenced by diurnal stratification, whereas top grid boxes in climate and ocean models represent a temperature at a much deeper depth without any (or a much reduced) diurnal variability. This discrepancy is a concern for weather forecasting, four-dimensional data assimilation, and ocean-atmosphere coupled modelling, and is only beginning to be addressed as illustrated by the recent article of Zeng and Beljaars [158], who develop a prognostic scheme of sea surface skin temperature for modelling and data assimilation. The second aim of the thesis is therefore to provide an accurate bridge between skin and bulk temperatures, and to develop an observation operator for use in the data assimilation process by providing an accurate transformation from observation space to model space.

The difficulty in utilising the wealth of satellite SST observations is not only accounting for errors associated with the diurnal cycle and skin to bulk differences, but deciding how actually to best assimilate the observations into the model. This difficulty emanates from the question of how to sensibly adjust prognostic variables, and how information transfers from the surface into the ocean depths (this is discussed in more detail in Section 5.3). Thus the third aim of this thesis will be to develop novel techniques for making judicious use of available SST data in assimilation.

With an effective model that accurately captures diurnal variability and a data assimilation scheme that maximises the use of information content from the satellite observations, the final aim will be to produce spatial diurnal variability maps. It is hoped these products will provide valuable insights into the global extent and seasonal change in diurnal warming patterns, which, as explained earlier, has been increasingly seen to have importance on longer timescales.

1.9 Thesis Outline

The following is a brief outline of the remainder of the thesis.

Chapter 2 introduces the numerical model that is used throughout this work. A presentation is made of the system equations including turbulence closure and their
numerical discretisation. An outline of previous uses of the model is also given in this chapter.

In Chapter 3 the theory behind the methods for calculating the forcing, needed to drive the model, are described in detail. This includes deriving parameterisations for short-wave radiation, ocean radiant heating, long-wave radiation, and the turbulent air-sea fluxes.

Chapter 4 is the start of the new results. Here findings are presented from initial experiments performed using data from three upper ocean mooring sites. At these sites the model is tested with different air-sea flux algorithms and radiant heating parameterisations. Results are presented at each site. Further scenarios are also tested including changing cloud cover and using a reduced resolution of forcing data.

In Chapter 5 the topic of data assimilation is introduced. Firstly a general data assimilation formulation is derived. Following this, a review of current SST data assimilation techniques and their applications is provided. This chapter then moves on to present novel results gained from exploring various different approaches to the assimilation of SST. These routines were tested using the buoy data sets and a discussion of the success and difficulties involved in this work is presented.

In Chapter 6 the work is extended by using global operational forecast and analysis data to force and initialise the model on a much larger scale. Findings are presented on the sensitivity of the model to various model set-up and input options, and the model is suitably adapted and refined for the purposes of modelling diurnal variability. By comparison to remotely sensed SST observations it is shown how this tailored model can be used as a tool to produce spatial diurnal variability maps, and the significance of these new results are discussed.

Chapter 7 outlines a new data assimilation algorithm which assimilates satellite observations into the modelled diurnal cycle by correcting the forcing data. This algorithm was applied over a wide area using a combination of IR and MW satellite observations. Results produced by this new method are presented and a discussion of the improvements to SST estimation is given.

The final chapter provides a summary of the thesis and draws general conclusions
from the work. Areas for further research that could build on the foundations laid in this thesis are also identified.
Chapter 2

The Model

2.1 Introduction

One-dimensional modelling of the oceanic mixed layer has been widely used in the development of turbulence and air-sea flux parameterisations. Full scale ocean and climate models are computationally expensive and are time consuming to run; thus an advantage of the single column model is the ability to perform multiple model simulations in a relatively short amount of time. The oceanic mixed layer model also has reduced complexity and size which allows the user to become fully acquainted with the model. These characteristics provide the malleable framework for testing parameterisations. One-dimensional mixed layer models are particularly suitable for modelling the diurnal variability of SST because much greater near surface vertical resolution can be achieved compared with larger ocean models where computational limits are apparent. This fine vertical resolution is essential for the ability to capture the diurnal thermocline which is of paramount importance in estimating SST over diurnal time-scales, whereas the horizontal scales of three-dimensional ocean models are of limited importance in the development of the diurnal cycle of SST.

Vertical exchange processes across the air-sea boundary, as well as vertical mixing within the water column, are likely to affect the local conditions much more rapidly and effectively than horizontal advection and horizontal mixing [93]. This is the assumption adopted when using a one-dimensional model where horizontal gradients are
not considered.

Ocean mixed layer modelling can generally be categorised into two broad approaches: bulk and diffusion. Bulk models attempt to model the mixed layer in an integral sense (e.g. [72] and [104]). The governing equations of heat and momentum are integrated over the mixed layer and the balance of heat and momentum over the entire mixed layer is adjusted by the effects of momentum and buoyancy fluxes. On the other hand diffusion models directly parameterise the turbulent mixing and diffusion in the mixed layer (e.g. [83], [74], and [62]).

For this thesis a diffusion type model called the General Ocean Turbulence Model (GOTM) was chosen. This model is freely available for download together with documentation at [85]. Originally published in 1999 [15] it has been regularly extended since then [149].

2.2 System Equations

The system equations consist of PDEs for momentum (a 1-D approximation to the Navier-Stokes equation), heat, and salinity (1-D diffusion equations) combined with a 2-equation turbulence model. The state variables: horizontal sea water velocities, \( \mathbf{v} = (u, v)^T \); potential sea temperature, \( \theta \); and salinity, \( S \) are all assumed to be horizontally homogeneous. The system equations are as follows

\[
\frac{\partial \mathbf{v}}{\partial t} = \frac{\partial}{\partial z} \left( (\nu_t + \nu^m) \frac{\partial \mathbf{v}}{\partial z} \right) - C_f \mathbf{v} \sqrt{u^2 + v^2},
\]

\[
\frac{\partial \theta}{\partial t} = \frac{\partial}{\partial z} \left( (\nu_t' + \nu^o) \frac{\partial \theta}{\partial z} \right) + \frac{1}{\epsilon_p \rho_0} \frac{\partial I}{\partial z},
\]

\[
\frac{\partial S}{\partial t} = \frac{\partial}{\partial z} \left( (\nu_t' + \nu^s) \frac{\partial S}{\partial z} \right),
\]

with initial conditions

\[
\mathbf{v}(0) = \mathbf{v}_0,
\]

\[
\theta(0) = \theta_0,
\]

\[
S(0) = S_0,
\]
and Neumann type (flux) surface and benthic boundary conditions

\[ (\nu_t + \nu^m) \frac{\partial \mathbf{v}}{\partial z} = \frac{1}{\rho_0} \tau \quad \text{at} \quad z = 0 \quad \text{and} \quad (\nu_t + \nu) \frac{\partial \mathbf{v}}{\partial z} = 0 \quad \text{at} \quad z = -H, \quad (2.7) \]

\[ (\nu'_t + \nu^\theta) \frac{\partial \theta}{\partial z} = \frac{1}{c_p \rho_0} Q \quad \text{at} \quad z = 0 \quad \text{and} \quad (\nu'_t + \nu^\theta) \frac{\partial \theta}{\partial z} = 0 \quad \text{at} \quad z = -H, \quad (2.8) \]

\[ (\nu'_t + \nu^S) \frac{\partial S}{\partial z} = 0 \quad \text{at} \quad z = 0 \quad \text{and} \quad (\nu'_t + \nu^S) \frac{\partial S}{\partial z} = 0 \quad \text{at} \quad z = -H. \quad (2.9) \]

The first terms on the right hand sides of equations (2.1), (2.2), and (2.3) generate the mixing. Fixed values have been prescribed for the molecular diffusivities of momentum, heat, and salt denoted \( \nu^m, \nu^\theta, \) and \( \nu^S \) respectively. The computation of the turbulence diffusivity parameters \( \nu_t \) and \( \nu'_t \) is discussed in Section 2.3.

Bottom friction is treated implicitly using the second term on the right hand side of equation (2.1).

The source term in equation (2.2) and the surface boundary conditions (2.7) and (2.8) are discussed in detail in Chapter 3. The reference sea water density (1025 kgm\(^{-3}\)) is denoted \( \rho_0 \) and the specific heat capacity of sea water at constant pressure is denoted \( c_p \) and taken to be 3994 Jkg\(^{-1}\)K\(^{-1}\).

### 2.3 Turbulence Closure

#### 2.3.1 Introduction

The Oxford Concise Science Dictionary [54] defines turbulence as:

\[ A \text{ form of fluid flow in which the particles of the fluid move in a disordered manner in irregular paths, resulting in an exchange of momentum from one portion of a fluid to another. } \]

A measure of turbulence in a fluid is the Reynolds number

\[ Re = \frac{Ul}{\nu} \quad (2.10) \]

where \( U \) is the mean fluid velocity, \( l \) a characteristic length scale, and \( \nu \) is the kinematic fluid viscosity. In high Reynolds number regimes, irregular and ephemeral closed flow
structures arise called eddies. Eddy motion is complex and the details little understood, however stochastic average properties of the flow (averages over many realisations in statistical theory) can be formulated [145].

2.3.2 Turbulent Kinetic Energy (TKE)

To complete closure of equations (2.1), (2.2), and (2.3) we need to compute the turbulence parameters \( \nu_t \) and \( \nu'_t \). As described in [145], these can be expressed as

\[
\nu_t = c_\mu k^{1/2} l,
\]

(2.11)

where \( k \) is the turbulent kinetic energy, \( l \) is a typical length scale, and \( c_\mu \) is a stability function (replace \( c_\mu \) with \( c'_\mu \) for computing \( \nu'_t \)). We employ a so-called 2-equation model, whereby both \( k \) and \( l \) are computed from partial differential equations. The turbulent kinetic energy transport equation, known as the \( k-\epsilon \) equation is written as

\[
\frac{\partial k}{\partial t} = \frac{\partial}{\partial z} \left( \nu_t \frac{\partial k}{\sigma_k \partial z} \right) + P + B - \epsilon,
\]

(2.12)

where \( P \) is the production of \( k \) by mean shear,

\[
P = \nu_t \left( \frac{\partial^2 u}{\partial z^2} + \frac{\partial^2 v}{\partial z^2} \right),
\]

(2.13)

and \( B \) is the production of \( k \) by buoyancy given by

\[
B = g \alpha \nu_t \frac{\partial \theta}{\partial z}.
\]

(2.14)

The length scale equation is formulated via the related length scale determining variable \( \epsilon \), the rate of dissipation, which is obtained by solving

\[
\frac{\partial \epsilon}{\partial t} = \frac{\partial}{\partial z} \left( \nu_t \frac{\partial \epsilon}{\sigma_\epsilon \partial z} \right) + \frac{\epsilon}{k} (c_{\epsilon 1} P + c_{\epsilon 2} B - c_{\epsilon 2} \epsilon).
\]

(2.15)

The length scale is then computed from

\[
l = (c_\mu^0)^{3/2} \frac{k^{5/2}}{\epsilon}.
\]

(2.16)

This follows the model of Rodi [115] who used constants \( c_\mu^0 = 0.5577 \),\( \sigma_k = 1.0 \) (the Schmidt number for \( k \)), \( \sigma_\epsilon = 1.3 \) (the Schmidt number for \( \epsilon \)), \( c_{\epsilon 1} = 1.44 \), \( c_{\epsilon 2} = 1.92 \), and \( c_{\epsilon 3} \) is 1.0 for unstable stratification and 0.035 for stable stratification. For a more detailed description of the turbulent closure scheme and the solution procedure refer to [147] and [149].
2.3.3 Wave Breaking

The $k-\varepsilon$ 2-equation turbulence model has been modified such that the analytical concept of a wave-enhanced layer located on top of the classical law-of-the-wall layer is reproduced. This follows work by Craig and Banner [24] who suggested modelling the flux of TKE due to breaking waves into the water column as proportional to the cube of the surface friction velocity. In order to implement this parameterisation into the $k-\varepsilon$ 2-equation turbulence model, Burchard [11] modified two features of the dissipation rate equation for $\varepsilon$: the surface boundary condition and the turbulent Schmidt number $\sigma_\varepsilon$. It should be noted that wave breaking should only be used in conjunction with near surface resolution of $O$(cm), and that the physics of this region of complex dynamics is still in its infancy. The use of this option was tested in Section 6.5.1.

2.3.4 Internal Wave Mixing

Internal wave mixing is another area where the physics is not adequately understood enough to confidently parameterise. In this model we follow the suggestion of Kantha and Clayson [62] who imposed eddy viscosity and diffusivity characteristic of internal wave activity and shear instability when there is extinction of turbulence.

2.4 Grid

For the purposes of this study we construct a non-uniform grid for GOTM which consists of 150 vertical levels resolving a depth down to 150 metres. This grid has much finer spacing near the surface in order to resolve the diurnal thermocline. The top temperature represents a mean value over a grid box of 0.030 metres thickness, whereas the bottom temperature represents a mean value over a grid box with thickness 3.015 metres. This grid zooming is applied according to the formula

$$h_i = \frac{150 \tanh \left( \frac{i}{50} \right) - \tanh \left( \frac{i-1}{50} \right)}{\tanh(3)}; \quad (2.17)$$

where $h_i$ represents the thickness of the $i^{th}$ layer as illustrated in Figure 2.1. This grid distribution results in 67 model layers within the top 10 metres of ocean.
2.5 Numerics

Equations ((2.1), (2.4), and (2.7)), ((2.2), (2.5), and (2.8)), and ((2.3), (2.6), and (2.9)) can essentially be written in the form of a simple diffusion equation with Neumann boundary conditions:

\[
\frac{\partial X}{\partial t} = \frac{\partial}{\partial z}\left(\nu \frac{\partial X}{\partial z}\right), \quad (2.18)
\]

\[
\nu \frac{\partial X}{\partial z} = F_s \quad \text{for} \quad z = 0, \quad (2.19)
\]

\[
\nu \frac{\partial X}{\partial z} = F_b \quad \text{for} \quad z = -H. \quad (2.20)
\]

These equations are discretised semi-implicitly using the \(\theta\)-method

\[
\frac{X_{150}^{n+1} - X_{150}^n}{\Delta t} = F_s - \nu_{149}^n \left( \frac{X_{150}^{n+\theta} - X_{149}^{n+\theta}}{h_{150} + h_{149}} \right), \quad (2.21)
\]
\[ \frac{X_i^{n+1} - X_i^n}{\Delta t} = \nu_i^n \left( \frac{X_{i+1}^{n+\theta} - X_i^{n+\theta}}{\frac{X_i^n - X_{i-1}^{n+\theta}}{h_i}} \right) - \nu_i^{n-1} \left( \frac{X_{i+1}^{n+\theta} - X_i^{n+\theta}}{\frac{X_i^n - X_{i-1}^{n}}{h_i}} \right), \] 

(2.22)

\[ \frac{X_i^{n+1} - X_i^n}{\Delta t} = \nu_i^n \left( \frac{X_{i+1}^{n+\theta} - X_i^{n+\theta}}{\frac{X_i^n - X_{i-1}^{n+\theta}}{h_i}} \right) - F_b, \] 

(2.23)

for \( 1 < i < 150 \), where the layer thickness \( h_i \) is given in Equation (2.17). The semi-implicit time level is defined by

\[ X^{n+\theta} = \theta X^{n+1} + (1 - \theta) X^n. \] 

(2.24)

The value of \( \theta \) is chosen to be 0.6 which is slightly more implicit than the Crank and Nicolson scheme [25], in order to obtain asymptotic stability. Because of the implicit treatment of vertical diffusion and the absence of advection there are no limitations by Courant numbers. The resulting linear system of equations (2.21) – (2.23) has a tri-diagonal matrix structure which is solved by means of the Thomas algorithm (a simplified Gaussian elimination).

The numerical discretisation of equations (2.12) and (2.15) are slightly different from those above, due to the constraint that turbulent quantities are generally non-negative. Equations (2.12) and (2.15) can be written in the simple form,

\[ \frac{\partial X}{\partial t} = P - QX, \quad P, Q > 0, \] 

(2.25)

with \( X \) denoting a non-negative quantity, \( P \) a non-negative source term, \( QX \) a non-negative linear sink term, and \( t \) denoting time. \( P \) and \( Q \) depend on \( X \) and \( t \). A simple discretisation of (2.25) would be

\[ \frac{X^{n+1} - X^n}{\Delta t} = P^n - Q^n X^n, \] 

(2.26)

which to keep the solution positive would require an unreasonable time step restriction of

\[ \Delta t < \frac{X^n}{X^n Q^n - P^n}. \] 

(2.27)

Therefore a quasi-implicit numerical procedure [99] is applied

\[ \frac{X^{n+1} - X^n}{\Delta t} = P^n - Q^n X^{n+1}, \] 

(2.28)
which always yields a non-negative solution for $X^{n+1}$

$$X^{n+1} = \frac{X^n + \Delta tP^n}{1 + \Delta tQ^n}. \quad (2.29)$$

The mean flow variables $u$, $v$, $\theta$, and $S$ are located at the centre of vertical layers as they represent interval means, whereas the turbulent quantities $k$, $\epsilon$, $l$, $P$, and $B$ are positioned on the grid layer interfaces, see Figure 2.1.

\section*{2.6 Model Validation}

GOTM has been utilised as a research tool for the scientific community with many published test cases and results [86]. GOTM has been widely used as a platform for the study of turbulence [12], [147], and [148], and has been developed for various applications including biogeochemical modelling [13] and [1]. It has been used as the basis for a variety of different process and case studies including [108], [133], [16], and [14]. Most relevant to this thesis is the work of S. Hallsworth [50] who has recently utilised GOTM specifically for the purpose of modelling the diurnal variability of SST (see Section 1.7).
Chapter 3

The Forcing

3.1 Introduction

The dynamic coupling of oceanic and atmospheric processes is inextricably linked to the fluxes across the marine boundary layer. Knowledge of their variability on different space-time scales is therefore crucial for understanding ocean-atmosphere interaction. Thermodynamic interactions across the air-sea interface are complex and varied. The sea surface receives short-wave solar radiation of which an amount is reflected while the remainder penetrates into the oceanic surface layer. Long-wave radiation is emitted from the ocean surface into the atmosphere, as well as from the atmosphere into the ocean surface. Alongside the radiative transfers, are sensible and latent heat transfer. Sensible heat raises or lowers air temperature by conduction. The larger component is the latent heat transfer due to evaporation. Momentum transfer is also in operation generated as the winds blow across the air-sea interface.

3.2 Short-wave Radiation

Short-wave radiation (SWR) is considered as the radiation whose source is the sun, and is comprised of a spectrum of wavelengths. The down-welling SWR at the sea surface, otherwise known as the surface insolation, can be obtained from measured observations using a pyranometer, prescribed from operational analyses, or calculated
as follows. The surface insolation under clear skies may be split into a direct and diffuse component

\[ I_{\parallel} = I_{\text{dir}} + I_{\text{diff}}. \]  

These components are then calculated following the approach of Rosati and Miyakoda [116]. The direct component is written as

\[ I_{\text{dir}} = S_0 \cos(\omega) \tau^{\sec(\omega)}, \]  

where \( S_0 \) denotes the solar constant estimated to be around 1370 Wm\(^{-2}\), and \( \omega \) is the solar zenith angle (the angle measured at the earth’s surface between the sun and the zenith). The cosine of the solar zenith angle can be written as

\[ \cos(\omega) = \sin(\phi) \sin(\delta) + \cos(\phi) \cos(\delta) \cos(h), \]  

where \( \phi \) denotes latitude, \( \delta \) denotes the sun declination angle (the angle between the Earth-sun line and the equatorial plane), and \( h \) denotes the sun’s hour angle (which is the angular distance, expressed in hours, minutes, and seconds (one hour equals 15 degrees), measured westward along the celestial equator from the observer’s celestial meridian to the hour circle of the object being located). Finally \( \tau \) (in Equation (3.2)) denotes the atmospheric transmission coefficient which represents the attenuation of \( I_{\text{dir}} \) by the atmosphere and is set at 0.7. The diffuse clear sky radiation has been approximated by

\[ I_{\text{diff}} = ((1 - A_a) S_0 \cos(\omega) - I_{\text{dir}}) / 2. \]  

This says that when scattering occurs, half is scattered downward and the other half back. \( A_a \) represents water vapour and ozone absorption taken to be 0.09. Next a modification to \( I_{\parallel} \) due to cloud cover is needed. A comparative study of these methods by Dobson and Smith [31] found that the Reed formula [109] gave the best long-term mean insolation values. The Reed formula has been widely used in the oceanographic community and is surprisingly accurate for such a simple expression [97]. The Reed formula is as follows

\[ I_0 = I_{\parallel} (1 - C_n n + 0.0019/3) (1 - \alpha), \]  

\[ 26 \]
where $n$ is the fractional cloud cover, $c_n$ the cloud cover coefficient set as 0.62, $\beta$ the solar noon angle, and $\alpha$ the albedo calculated as a function of sun altitude as described by Payne [102]. This formula is used only for $0.3 \leq n \leq 1$, with $I_0 = I_\parallel (1 - \alpha)$ otherwise, [43].

Numerous studies have evaluated the accuracy of Equation (3.5) (e.g. [31], [120], and [70]) finding small, but different, regional biases and generally supporting its use for long time average insolations over the sea. Calibration based on radiometric measurements can improve the accuracy of the formula for particular regions. For example this was done by Schiano [120] over the Mediterranean Sea where the transmission coefficient, $\tau$, was reduced from 0.7 to 0.66 due to a regional miscalculation of aerosols and water vapour attenuation. Schiano also showed how the coefficient $A_a$ could vary according to measured water vapour density. This was only done in the clear sky case indicating an error not in the cloud correction of Reed, but the transmission coefficient originally chosen by Seckel and Beaudry [122]. A correction using an inverse method and direct ocean transport estimates by Isemer et al [55] over the North Atlantic Ocean also slightly reduced the transmission coefficient from 0.7 to 0.69 but also increased the cloud cover coefficient, $C_n$, from 0.62 to 0.636. However an empirical formula such as this cannot be universally calibrated and its accuracy will always be restricted because the surface insolations is determined by not only the portion of cloud cover, but also the optical thickness of the cloud, which varies widely under the same cloud amount.

### 3.3 Oceanic Radiant Heating

In the Heat Equation (2.2) we have a source term which is known as the radiant heating rate

$$\frac{1}{c_p \rho} \frac{\partial I}{\partial z}, \quad (3.6)$$

where

$$I = I_0 f(z), \quad (3.7)$$

$I_0$ is the total net flux of surface solar radiation and $f(z)$ is the solar transmission which describes the change in solar flux with depth. Solar transmission gives the fraction of
the incident surface irradiance that exists at depth. This can be parameterised as a
sum of exponentials

\[ f(z) = \sum_{i=1}^{n} A_i \exp (-K_i z). \]  

(3.8)

The difficulty in modelling radiant heating comes from determining the coefficients \( A_i \) and exponents \( K_i \) as well as how and why they vary. The most widely used approach is that of Paulson and Simpson [100] who separated light into two distinct wave-band groups (red light and visible blue/green light) to account for their different attenuation lengths. This two band parameterisation has a first term which characterises the rapid attenuation of light in the upper 5 m due to absorption of the long-wave (red) spectral components while the absorption of visible (blue/green) spectral components below a depth of 10 m is characterised by the second term. The coefficient and exponent values are determined empirically as a function of the Jerlov water type [57] (a classification of six different water types with increasing turbidity). This technique was extended by Paulson and Simpson [101] to the full spectral range including the near-infrared, which can be a significant fraction of the total irradiance. They derived parameters for nine wave-band groups based on pure water data and noted improvements in the radiant heating over previous parameterisations. More recently with the advent of ocean colour sensors in space such as SeaWiFS (Sea-viewing Wide Field-of-view Sensor) more sophisticated solar transmission parameterisations have been developed. These parameterisations, for example by Morel and Antoine [89] and Ohlmann and Siegel [95], allow for variations in parameters based on remotely sensed data of chlorophyll-a pigments in phytoplankton which are the dominant attenuators of visible energy in oligotrophic open ocean waters [130], [88].

3.4 Long-wave Radiation

Long-wave Radiation (LWR), denoted by \( Q_B \), is considered as radiation whose source is the emission of thermal infrared by atmosphere and sea surface. The net LWR is split into down-welling and up-welling components. The down-welling radiation originates from the emission by atmospheric gases (mainly water vapour, carbon dioxide, and
ozone), aerosols, and clouds. The up-welling radiation is emission from the sea surface, depending on surface emissivity and $\theta_{\text{skin}}$, augmented by a small contribution due to reflection of the down-welling LWR. Therefore we have

$$Q_B = \epsilon \sigma \theta_{\text{skin}}^4 - (1 - \alpha_L) Q_B^1.$$  \hspace{1cm} (3.9)

The largest component is the up-welling part, which is most accurately computed using the Stefan-Boltzmann Law, $(\epsilon \sigma \theta_{\text{skin}}^4)$ where $\epsilon$ is the surface emissivity taken to be 0.98, $\sigma$ is the Stefan-Boltzmann constant $(5.67 \times 10^{-8} \text{Wm}^{-2}\text{K}^{-4})$, and $\alpha_L$ is the long-wave reflectivity taken to be 0.045. To compute the LWR either measured observations of $Q_B^1$ (the down-welling component) from a pyrgeometer can be used, or $Q_B$ can be obtained from operational analyses. Alternatively the LWR can be parameterised; in GOTM a formula by Clark is used [21]:

$$Q_B = \epsilon \sigma \theta_{\text{skin}}^4 (0.39 - 0.05e^{0.5})(1 - \lambda_n n^2) + 4\epsilon \sigma \theta_{\text{skin}}^3 (\theta_{\text{skin}} - T_a),$$ \hspace{1cm} (3.10)

where $e$ is the water vapour pressure in surface air with units of millibars, $n$ is the fractional cloud cover, $T_a$ the air temperature in Kelvin and $\lambda_n$ is a latitude dependent cloud cover coefficient. Many other parameterisations are also in existence but, a review by Katsaros [65] found Equation (3.10) to be most accurate with a bias of only $-5.5 \text{Wm}^{-2}$. More recent parameterisations by Bignami [10] and Josey [58] have been shown to be more accurate but only in certain areas e.g. the Mediterranean and mid-high latitudes respectively.

### 3.5 Turbulent Fluxes

#### 3.5.1 Introduction

The turbulent fluxes consist of the latent and sensible heat fluxes and the two components of the wind stress. The turbulent fluxes are extremely difficult to measure and so are computed from parameterisations using readily available basic variables such as wind speed and air temperature.
3.5.2 Reynolds Averages

This is a technique that allows us to decompose a flow into components of means and fluctuations. For example a meteorological variable $x$ can be split into components $\overline{x}$, representing a time or spatial average and $x'$, a fluctuating part about that mean, so that $x = \overline{x} + x'$.

A conservation equation for the ensemble mean of variable $x$, denoted as $X$, is

$$\frac{\partial X}{\partial t} = -\nabla_h X \cdot U_h - \frac{\partial (\overline{w'x'})}{\partial z} + I_x, \quad (3.11)$$

where the subscript $h$ denotes horizontal components and $I_x$ is the source term. In brackets we have a Reynolds flux $\overline{w'x'}$ defined by the Reynolds averages described above.

3.5.3 Observations

Direct observation of a Reynolds flux can be achieved via two separate instruments at a single level, recording continuous high resolution time series of $w'$ and $x'$. This is not easy and measurements at sea have particular difficulties related to salt and sea spray, ship motion, and air-flow distortion. A less direct technique for observing fluxes called inertial dissipation (see [38]) has also been developed. However, because these observations require great care and attention and are not routine, surface fluxes for numerical models are calculated indirectly using the so called bulk formulae described next.

3.5.4 Monin-Obukhov Similarity Theory (MOST)

The Reynolds flux can be computed by an application of MOST. This is a method to superpose the effects of two types of forcings, first described by Monin and Obukhov [87]. A surface flux can be represented by mean quantities of measured atmospheric properties. For instance, continuing the example of the conservation equation, (3.11) above, we now introduce the scaling parameter $x_* = \overline{w'x'}$, which is based upon mean quantities $x_* = C_x U \Delta X$. Here $\Delta X$ is the air-sea difference in the mean value of $x$, $U$ is the mean wind speed, and $C_x$ the transfer coefficient.
3.5.5 Bulk Formula

Using the above theory, we are now able to express our turbulent fluxes for wind stress $\mathbf{\tau} = (\tau_x, \tau_y)^T$, latent heat $Q_E$, and sensible heat $Q_H$ as follows,

$$\mathbf{\tau} = \rho a w' \mathbf{u'} = -\rho a |u_*| \mathbf{u_*},$$  

(3.12)

$$Q_E = \rho a L_v w' q' = -\rho a L_v |u_*| q_*,$$  

(3.13)

$$Q_H = \rho a c_{pa} w' T' = -\rho a c_{pa} |u_*| T_*.$$  

(3.14)

Here $w'$, $T'$, $q'$, and $\mathbf{u'}$ represent the turbulent fluctuations of vertical wind, temperature, water vapour mixing ratio, and the horizontal wind components $\mathbf{u} = (u, v)^T$ respectively; and $u_*$, $q_*$ and $T_*$ are the related Monin-Obukhov similarity scaling parameters.

The standard bulk expressions for the fluxes are then written as

$$\mathbf{\tau} = \rho a C_D \left( |u(h_u)| - |v_s| \right) (u(h_u) - v_s),$$  

(3.15)

$$Q_E = \rho a L_v C_E \left( |u(h_u)| - |v_s| \right) (q(h_q) - q_s),$$  

(3.16)

$$Q_H = \rho a c_{pa} C_H \left( |u(h_u)| - |v_s| \right) (T_a(h_T) - \theta_{\text{skin}}).$$  

(3.17)

The functions $C_D$, $C_E$, and $C_H$ are known as the transfer coefficients; $u(h_u)$, $q(h_q)$, and $T_a(h_T)$ are the observed wind velocities, water vapour mixing ratio (obtained from observed relative or specific humidity), and observed air temperature at measurement heights $h_i$; $v_s$, $q_s$, and $\theta_{\text{skin}}$ are the surface values; and $L_v$ is the latent heat of vaporisation.

3.5.6 Transfer Coefficients

To derive equations for the transfer coefficients we start with the dimensionless profile equations

$$\frac{k h \partial < u >}{u_* \frac{\partial}{\partial h}} = \phi_u,$$  

(3.18)

$$\frac{k h \partial < q >}{q_* \frac{\partial}{\partial h}} = \phi_q.$$  

(3.19)
\[
\frac{\kappa h \partial <T_a>}{T_s} = \phi_T. \tag{3.20}
\]

The quantities in angular brackets represent mean values in time, \( \kappa \) denotes the von Karman constant, and \( \phi_i \) are functions of the stability parameter \( \zeta = h/L \), where \( L \) is the Monin-Obukhov length defined as

\[
L = \frac{T_v |u_*|^3}{g \kappa (w'T_v^3)}. \tag{3.21}
\]

\( T_v \) denotes the virtual air temperature and \( h \) the height above the surface. Integrating (3.18) – (3.20) from the surface to the measurement height gives

\[
\begin{align*}
\mathbf{u}(h_u) &= \mathbf{u}_s + \frac{u_*}{\kappa} \left[ \ln \left( \frac{h_u}{z_0} \right) - \Psi_m \right], \tag{3.22} \\
q(h_q) &= q_s + \frac{q_*}{\kappa} \left[ \ln \left( \frac{h_q}{z_{0q}} \right) - \Psi_q \right], \tag{3.23} \\
T_a(h_T) &= \theta_{\text{skin}} + \frac{T_s}{\kappa} \left[ \ln \left( \frac{h_T}{z_{0T}} \right) - \Psi_T \right], \tag{3.24}
\end{align*}
\]

where the functions \( \Psi_i \) (the integrals of \( \phi_i \)) are stability corrections to the profile. The quantities \( z_0, z_{0q}, \) and \( z_{0T} \) are the roughness lengths (the heights at which the extrapolation of the logarithmic profiles reach the respective surface value under neutral conditions, see [98] or [73] for discussions on this topic).

Therefore using equations (3.22) – (3.24) together with equations (3.15) – (3.17) the transfer coefficients can be written as

\[
\begin{align*}
C_D &= \kappa^2 \left[ \ln \left( \frac{h_u}{z_0} \right) - \Psi_m \right]^{-2}, \tag{3.25} \\
C_E &= \kappa^2 \left[ \ln \left( \frac{h_q}{z_{0q}} \right) - \Psi_q \right]^{-1} \left[ \ln \left( \frac{h_u}{z_0} \right) - \Psi_m \right]^{-1}, \tag{3.26} \\
C_H &= \kappa^2 \left[ \ln \left( \frac{h_T}{z_{0T}} \right) - \Psi_T \right]^{-1} \left[ \ln \left( \frac{h_u}{z_0} \right) - \Psi_m \right]^{-1}. \tag{3.27}
\end{align*}
\]

This complex system of equations essentially provides surfaces in \( u_*, q_*, \) and \( T_\ast \) for given quantities \((u(h_u) - u_s), (q(h_q) - q_s), \) and \((T_a(h_T) - \theta_{\text{skin}})\). The triplet \((u_*, q_*, T_\ast)\) chosen for computing the fluxes in equations (3.12) – (3.14) will be the intersection of these surfaces.
3.5.7 Kondo

Deriving parameterisations to calculate air-sea fluxes is very difficult. Many approximations are needed and much of the physics is not well understood. A plethora of different approaches have been developed and implemented over the years. A good reference guide to many of the methods is presented in [97]. In the public domain version of GOTM the method of Kondo [71] is used. In this method the transfer coefficients under neutral conditions are approximated by a quadratic function of the 10 metre wind speeds. These are then used together with an approximate stability formula to find the transfer coefficients proper. Much advancement in the science of parameterising turbulent fluxes has been achieved since Kondo’s publication. Therefore we implemented a more recent and advanced algorithm (see Section 3.5.8 below) into GOTM.

3.5.8 TOGA-COARE Algorithm

A newer scheme devised and updated by Fairall et al, ([37] and [36]) for the TOGA COARE region has been found to be accurate within 5% for wind speeds of 0–10 ms\(^{-1}\) [36], and is considered state-of-the-art. This scheme was studied and implemented into GOTM as an alternative to Kondo.

The algorithm is based on the Liu-Katsaros-Businger [76] method with the added sophistication of a skin SST [35], (the true interface temperature), and a gustiness velocity factor to account for sub-grid scale variability.

The transfer coefficients are computed using an iterative cycle where scaling parameters and stability functions are estimated and then re-estimated in a loop until convergence. Figure 3.1 is a scatter plot of the computed drag coefficient, \(C_D\), as a function of wind speed for a data set used in this thesis. It has a minimum of about \(1.25 \times 10^{-3}\) at 3 ms\(^{-1}\) then increases rapidly for lower winds to about \(2 \times 10^{-3}\), and then increases more gently to over \(2 \times 10^{-3}\) for winds of up to 15 ms\(^{-1}\). The other transfer coefficients show a similar pattern.
3.5.9 Cool Skin Effect

As defined in Chapter 1 the skin temperature, $\theta_{\text{skin}}$, represents the sea temperature in the molecular boundary layer which is typically a few tenths of a degree cooler than $\theta_{\text{subskin}}$ (the temperature just below the molecular boundary layer) [113]. This is a result of vertical heat flux through the air-sea interface. As the intact sea surface inhibits turbulent motion, heat transport occurs through molecular conduction which, being small, leads to large temperature gradients [113]. Molecular conduction is the basis of the Saunders model [119] which describes a cool-skin temperature change $\Delta T$ confined to a region of thickness $\delta$

$$\Delta T = \frac{Q_N \delta}{k}, \quad (3.28)$$

where $Q_N$ is the net heat flux and $k$ is the thermal conductivity of sea water. From dimensional arguments, Saunders assumed that $\delta$ is given by

$$\delta = \frac{\lambda \nu}{u_*}, \quad (3.29)$$
where $\lambda$ is an empirical coefficient, $\nu$ is the kinematic viscosity of water, and $u_*$ is the friction velocity of the water. The difficulty comes in estimating $\lambda$. Saunders initially estimated a value between 5 and 10. More recently Fairall et al [35] developed a $\lambda$ with a dependence on wind speed including a smooth transition from a shear-driven to a free convection regime as wind speeds asymptote to zero. The skin temperature represents the true interfacial temperature at which heat exchange between the ocean and atmosphere occurs, and thus its inclusion in air-sea flux algorithms was an important development [35]. This cool skin parameterisation is used in the TOGA COARE air-sea flux algorithm described above.
Chapter 4

GOTM Experiments Without Assimilation

4.1 Introduction

In this chapter the mixed layer ocean model GOTM is developed for the purpose of modelling the diurnal variability of SSTs. The ability of the model to capture the evolution of the upper ocean with particular emphasis on the SST is tested using data from various intensively observed upper ocean mooring sites. At these sites the observed meteorological data is required to force the model and the observed sea temperatures are used for initialisation. Various comparisons are made between the modelled sea temperature output and the sea temperature observations to demonstrate the credibility of the model. In order to maximise the potential of the model to accurately capture the diurnal variability of SST the sensitivity of the model with regards to various set-up options are examined. This includes choosing the best suited air-sea flux and ocean radiant heating parameterisations. An account of the sensitivity of SST estimates and diurnal variability to a reduction in the frequency of available forcing data as well as changes in cloud cover are also presented.
4.2 Mooring Sites

Meteorological and sea temperature observations are obtained from the Woods Hole Oceanographic Institute (WHOI) upper ocean mooring data archive; this is publicly available at [5]. Work presented here uses time series from three of these deployments. Details of the locations, duration, and frequency of data for each time series is given in Table 4.1. The meteorological variables consist of the wind speed components $u$ and $v$, air temperature $T_a$, relative humidity $q_{rh}$, and air pressure $p$. These variables are needed in the air-sea flux parameterisations (see Section 3.5). The sea temperature observations, $\theta^{obs}(z)$, at various depths $z$ (within the top 150 m there are 29 observation depths at Arabian Sea, 34 at COARE, and 12 at Subduction) are linearly interpolated onto the model grid and are used to initialise the model simulations. The observed temperature time series are further used to assess how well the model performs by making model-observation comparisons.

![Table 4.1](image)

<table>
<thead>
<tr>
<th>Sites</th>
<th>Location</th>
<th>Duration</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabian Sea</td>
<td>$15^\circ$N $61^\circ$E</td>
<td>17/10/94 – 17/10/95</td>
<td>$\theta^{obs}(z)$ every 15 min $u$, $v$, $T_a$, $q_{rh}$, and $p$ every 7.5 min</td>
</tr>
<tr>
<td>COARE</td>
<td>$1^\circ$S $156^\circ$E</td>
<td>01/11/92 – 01/03/93</td>
<td>$\theta^{obs}(z)$ every 15 min $u$, $v$, $T_a$, $q_{rh}$, and $p$ every 7.5 min</td>
</tr>
<tr>
<td>Subduction</td>
<td>$26^\circ$N $29^\circ$W</td>
<td>24/06/91 – 16/06/93</td>
<td>$\theta^{obs}(z)$ every 15 min $u$, $v$, $T_a$, $q_{rh}$, and $p$ every 15 min</td>
</tr>
</tbody>
</table>

Table 4.1: Locations, deployment duration, and data frequency at the three mooring sites.

COARE

The Tropical Ocean Global Atmosphere Coupled Ocean Atmosphere Response Experiment (TOGA COARE) was conceived in order to improve understanding of the principal processes responsible for coupling of the ocean and atmosphere in the western tropical Pacific warm pool region. The COARE field program included a wide variety
of platforms and sensors. A surface mooring was deployed during the COARE intensive observation period for the determination of surface fluxes and upper ocean structure near the centre of the warm pool [154]. This warm pool region has been under intense scrutiny because of its importance in world climate [152]; over a decade of work has greatly increased our understanding of this region [44]. One dimensional mixed layer models using this data have contributed to several of these studies e.g. [151], [2], and [128].

**Arabian Sea Site**

A moored array was deployed in the Arabian Sea in order to improve understanding of air-sea interaction in the region, and in particular to investigate the oceanic response to the strong, large-scale atmospheric forcing associated with the summer and winter monsoons. A full account of the Arabian Sea data set is given by Weller et al [155]. The Arabian Sea has two monsoon periods, the Northeast Monsoon, characterized by moderate wind speeds, clear skies, and comparatively dry air from early November to mid-February, and the Southwest Monsoon, characterized by strong wind speeds, cloudy skies, and moist air from early June to mid-September. Air and sea temperatures show two periods of cooling coincident with the monsoon seasons. Figure 4.1 shows the time series for wind speed, air and sea temperature, and relative humidity, where these characteristics can clearly be seen.

**Subduction Experiment Region**

Located in the sub-tropical Atlantic Ocean, this is a preferred region for convergence of the wind-driven (Ekman) circulation which leads to subduction, a process by which mixed layer water is injected into the main thermocline. The data set is compared with climatological and global model products by Moyer and Weller [90]. This deployment had an array of five moorings, in this thesis only data from the central buoy is used.
Figure 4.1: Time series of observables from the Arabian Sea buoy. From the top: wind speed, air (red) and sea surface (blue) temperatures, and relative humidity. All are one hour averages, starting 17/10/94 and ending 17/10/95.
4.3 Modelling the Upper Ocean

This chapter presents modelling results at the three mooring sites. The ability of the model to replicate the sea temperature records, given the observed forcing, can be assessed in various ways. Comparisons are made between the observed and modelled sea temperatures at various or all depths in the water column. Particular interest is paid to the depth of the shallowest measurement (0.45, 0.17, and 1.0 metres at COARE, Arabian Sea, and Subduction respectively) and the ability to model the near surface variability. In this thesis the magnitude of diurnal warming is defined as the maximum SST (at the shallowest observed depth, $z_{\text{obs}}$) minus the minimum SST over a 24 hour window starting at 00:00 GMT

$$\Delta \theta_{z_1^{\text{obs}}} = \max_{0-24} \theta_{z_1^{\text{obs}}} - \min_{0-24} \theta_{z_1^{\text{obs}}}.$$  \hspace{1cm} (4.1)

A diurnal warming signal of zero is given if the SST at the start remains the maximum over the day; this eliminates the misinterpretation of a cooling trend.

Quantifying the near surface stratification can be another measure of the ability of the model to reproduce the fine near surface detail. This is calculated by recording the difference between the temperatures at the shallowest observation point and at the 10 m depth as follows

$$\text{stratification} = \theta_{z_1^{\text{obs}}} - \theta_{10\text{m}}.$$  \hspace{1cm} (4.2)

Choosing an appropriate definition for the mixed layer depth (MLD) to allow comparisons between in-situ observations and turbulent model output is not straightforward [64]. A MLD can be diagnosed from the temperature measurements and compared with model output. Here we define the MLD as the grid level depth at which the modelled/observed sea temperature is 0.1°C below the maximum modelled/observed sea temperature in the top 20 m. This is the same criterion used by Weller et al [156], but many others could have been adopted (see Table 1 in [64] for various criteria used by others and also Table 2 in [2] for MLD definitions used in the warm pool region).

Another useful measure to validate the model is to compare the temporal evolution of total column integrated heat content calculated from observed and modelled temperatures. This is obtained by integrating the Heat Equation (2.2) from the surface
to the maximum modelled depth, $z = 150$ m, and then integrating again over different times, $T$, to give the evolution

$$c_p \rho_0 \int_0^T \int_{150}^{0} \frac{\partial \theta}{\partial t} dz dt = \int_0^T I + Q dt. \quad(4.3)$$

The two sides of this equation were evaluated from model results at the three mooring sites over the whole time series giving values of $3.2 \times 10^8$ Jm$^{-2}$ at COARE, $2.1 \times 10^9$ Jm$^{-2}$ at Arabian Sea, and $4.8 \times 10^8$ Jm$^{-2}$ at the Subduction site. The balance of both sides of Equation (4.3) demonstrates that the model conserves heat entering and leaving through the surface boundary. Another comparison is made by comparing the left hand side of Equation (4.3) evaluated using observed temperatures and modelled temperatures (see Section 4.5). This is not expected to be identical as the complete Heat Equation (1.1) has been severely simplified to give Equation (2.2). The modelled temperatures do not represent all processes that are going on in the real world and this measure can be used to assess the validity of the model assumptions.

### 4.4 Sensitivity of Model to Parameterisations

The air-sea flux parameterisations discussed in Sections 3.5.7 and 3.5.8 and the ocean radiant heating parameterisations discussed in Section 3.3 are compared at the mooring sites. The sensitivity of the modelled SST and diurnal cycle to changes in the parameterisations are examined.

#### 4.4.1 Kondo vs Fairall

Air-sea fluxes were calculated at the three mooring sites using the two different algorithms introduced in Sections 3.5.7 and 3.5.8 and referred to as Kondo and Fairall respectively. A comparison of the results from applying the two algorithms in terms of the resulting SSTs is given in Figure 4.2, and statistics presented in Table 4.2.

In Figure 4.2 (a) a divergence in the two modelled SSTs is only noticeable just after day 80. In contrast in plot (c) the offset of the two modelled SSTs is noticeable almost immediately. At the Arabian Sea site, plot (b), major divergences occur around day 10
Figure 4.2: A one year SST comparison between observed (red) and modelled, using Fairall (blue) and Kondo (green) air-sea flux algorithms. From top a) COARE, b) Arabian Sea, and c) Subduction site.
and day 230. It is interesting to compare these times in Figure 4.1 where in both cases the wind speeds rise sharply. For the first case, around day 10, there is a sharp spike in the wind speeds, mentioned in [156] as a squall. The second case, around day 230, is the onset of the Southwest Monsoon with typically strong winds. At all three sites the Kondo algorithm produces lower SSTs than the Fairall algorithm. This is associated with the larger latent and sensible heat release calculated by Kondo when compared to Fairall, as seen in Table 4.3. The results in Table 4.2 show an improvement in the resulting SST when using the Fairall algorithm, except at the Subduction experiment site. The diurnal warming estimates remain relatively unchanged, and the improvements in the stratification are slight. Similar improvements in SST were also found by Hallsworth [50] when comparing modelled SSTs forced with fluxes from Kondo and Fairall at the COARE and Arabian Sea sites. It should be stated that the modelled SSTs feedback to the calculated latent and sensible heat fluxes. This feedback effect is eliminated by using the observed SSTs in the air-sea flux algorithms; these results are presented in brackets in Tables 4.3 and 4.4.

No air-sea flux measurements were taken at the mooring sites and so a comparison between the modelled and observed fluxes is not possible. However, we can analyse some of the differences in the air-sea fluxes calculated from the two algorithms and

<table>
<thead>
<tr>
<th>Site</th>
<th>Flux Scheme</th>
<th>SST</th>
<th>Diurnal Warming</th>
<th>Stratification</th>
</tr>
</thead>
<tbody>
<tr>
<td>COARE</td>
<td>Kondo</td>
<td>0.36</td>
<td>0.36</td>
<td>0.25</td>
</tr>
<tr>
<td>COARE</td>
<td>Fairall</td>
<td>0.29</td>
<td>0.36</td>
<td>0.22</td>
</tr>
<tr>
<td>Arabian Sea</td>
<td>Kondo</td>
<td>1.15</td>
<td>0.28</td>
<td>0.26</td>
</tr>
<tr>
<td>Arabian Sea</td>
<td>Fairall</td>
<td>0.71</td>
<td>0.26</td>
<td>0.23</td>
</tr>
<tr>
<td>Subduction</td>
<td>Kondo</td>
<td>0.48</td>
<td>0.17</td>
<td>0.14</td>
</tr>
<tr>
<td>Subduction</td>
<td>Fairall</td>
<td>0.66</td>
<td>0.18</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 4.2: Statistics from comparisons derived from observations and model simulations at the mooring sites using the Kondo and Fairall air-sea flux schemes. Values in °C.
these are presented in Tables 4.3 and 4.4. The values in these tables are calculated from hourly output. The mean air-sea flux values over the whole observational time-series at each mooring site, as shown in Table 4.3, are different for the two algorithms. The Fairall values are generally smaller in each case. The largest difference occurs in the sensible heat flux, which on average over the three mooring sites is 39% smaller for the Fairall estimate compared to Kondo. The root mean square differences between the two schemes as shown in Table 4.4 are also relatively large. Again this is particularly true for the sensible heat flux where the differences between the Fairall and Kondo scheme can be over 50% of the mean value.

| Site         | Flux Scheme | $Q_E$ (Wm$^{-2}$) | $Q_H$ (Wm$^{-2}$) | $|\tau|$ (Nm$^{-2}$) |
|--------------|-------------|------------------|------------------|----------------------|
| COARE        | Kondo       | $-101.99 (-102.42)$ | $-10.44 (-10.49)$ | $0.05 (0.05)$        |
| COARE        | Fairall     | $-104.38 (-102.94)$ | $-7.87 (-7.57)$  | $0.04 (0.04)$        |
| Arabian Sea  | Kondo       | $-124.31 (-142.21)$ | $7.32 (-3.09)$   | $0.1 (0.1)$          |
| Arabian Sea  | Fairall     | $-107.32 (-111.06)$ | $0.48 (-0.44)$   | $0.1 (0.1)$          |
| Subduction   | Kondo       | $-119.65 (-116.39)$ | $-12.6 (-9.44)$  | $0.08 (0.08)$        |
| Subduction   | Fairall     | $-117.3 (-102.38)$  | $-11.57 (-6.09)$ | $0.07 (0.07)$        |

Table 4.3: Mean air-sea fluxes (latent heat, $Q_E$; sensible heat, $Q_H$; and wind stress, $|\tau|$) calculated using the Kondo and Fairall algorithms. Values in brackets use the observed SST as opposed to the modelled SST to calculate the air-sea fluxes.

The results shown in this thesis use the TOGA COARE algorithm developed by Fairall et al which is widely appreciated as being significantly more accurate [97]. The evidence presented here is limited as no flux observations are available for comparison. However, results from comparing modelled SSTs, from the two flux methods, to observations seem to favour the Fairall algorithm. Results presented in this section also show that the instantaneous differences between the calculated fluxes of the two methods are significant.
### RMS Differences

| Site          | $Q_E$ (Wm$^{-2}$) | $Q_H$ (Wm$^{-2}$) | $|\tau|$ (Nm$^{-2}$) |
|--------------|------------------|------------------|----------------------|
| COARE        | 35.39 (35.47)    | 4.00 (4.07)      | 0.01 (0.01)          |
| Arabian Sea  | 31.25 (40.34)    | 9.39 (3.09)      | 0.01 (0.01)          |
| Subduction   | 14.45 (20.23)    | 2.56 (3.77)      | 0.01 (0.01)          |

Table 4.4: Root mean square differences between the air-sea fluxes of latent heat, sensible heat, and wind stress as calculated from the Kondo and Fairall parameterisations. Values in brackets use the observed SST as opposed to the modelled SST to calculate the air-sea fluxes.

#### 4.4.2 Radiant Heating Parameterisations

An introduction to ocean radiant heat parameterisations is given in Section 3.3. The public domain version of GOTM uses the 2-band parameterisation of Paulson and Simpson [100]. This is wholly inadequate for the purposes of modelling near surface temperature variability and so Paulson and Simpson’s extension to a 9-stream parameterisation [101] was implemented into GOTM by S. Hallsworth [50]. This division of solar radiation incident at the surface into further discrete wavelength bands provides much needed additional resolution of the rapid attenuation of larger wavelengths at the near surface. Improvements in the near surface temperature profiles were found when using the 9-band over the 2-band parameterisation. Results from using the 2-band (with Jerlov water type 1, the most representative of the open ocean [129]) and 9-band schemes were compared by performing model simulations forced with SWR and LWR observations at the three mooring sites. RMS error in SST over all model-observation differences at every observation depth in the top 10 metres (0.45, 0.55, 1.1, 1.58, 2.0, 2.5, 6.94, 7.44, and 9.77 metres at COARE; 0.17, 0.43, 0.92, 1.37, 1.41, 1.8, 1.91, 2.4, 3.5, 4.5, 5.0, and 10.0 metres at the Arabian Sea; and 1.0 and 10.0 at the Subduction Site) were then calculated. The RMS error improvements in favour of the 9-band radiation scheme at the Arabian Sea is 2.37°C to 2.49°C and at the Subduction site 0.93°C to 0.95°C. However, the COARE site showed the 2-band scheme reduced the
errors from 0.76°C to 0.62°C. The results at the mooring sites presented in this thesis use the 9-band parameterisation.

4.5 Model Results and Discussion

In this section a more detailed analysis of the model results at the three mooring sites is presented. In these experiments the model is initialised with observed sea temperatures at the start of the time series and forced with air-sea fluxes calculated from the surface meteorology (Table 4.1) using the Fairall air-sea flux algorithm, together with downwelling SWR and LWR observations every 15 minutes.

4.5.1 COARE

Given in Figure 4.3 are plots of SST, daily maximum MLD, and the total column heat content. Comparisons are made from modelled output and observations. Over the 120 days the RMS of \((\theta_{0.45m} - \theta_{0.45m}^{obs})\) is 0.29°C (recorded in Table 4.5). There is a slight model warming bias of 0.07°C over the whole time series. A warming bias is particularly noticeable during days 30–60 and this coincides with a shallower MLD in the model compared to observations. However, the cooling bias in modelled SST from day 80 to the end also seems to be coincident with a shallower MLD. The diurnal variability of the SST from observations and model can be seen in Figure 4.3 (a). These diurnal warming cycles are expected to be large in this tropical region where the mean daily peak SWR over the time series is 828 Wm\(^{-2}\). The mean diurnal warming from the 0.45 m observed temperatures \((\Delta \theta_{0.45m}^{obs})\) is 0.57°C and the daily mean modelled value is larger at 0.71°C. The RMS of \((\Delta \theta_{0.45m} - \Delta \theta_{0.45m}^{obs})\) is 0.36°C.

The MLD is consistently under predicted with a RMS error of 14.85 m. In Figure 4.3 (b) it is seen that the low frequency pattern and changes to MLD over the time period are well represented by the model. There are days (5, 25, 45, and 90) when the full extent of the mixed layer deepening is not matched by the model. This shallower MLD starting (~ day 5) is likely to be the cause of the warming bias seen in the modelled SST over the first 75 days. A shallower mixed layer warms/cools quicker when the ocean
Figure 4.3: Model-observation comparisons at COARE. From the top: (a) model simulation of $\theta_{0.45m}$ (blue) and observations (red), (b) the daily maximum MLD derived from observed (red) and modelled (blue) temperatures, and (c) the temporal evolution of total column integrated heat content derived from observed (red) and modelled (blue) temperatures (the signal is filtered through a 24 hour mean).
gains/loses heat and thus causes temperatures to rise/fall faster within the mixed layer.

The evolution of the total column integrated heat content is seen in Figure 4.3 (c). In these heat content plots what is important is not the distance between the observed and control lines, but the difference in the rate of change of the heat content, or the gradient of the lines. Such a difference in gradient is visible just after day 60 with a drop in the observed heat content and its subsequent increase again around day 85. These differences highlight signals in the observed data not captured by the model. Comparing these days (65–90) on the other plots in Figure 4.3 it is noted that at these times the MLD and the variability of SST is modelled very well, illustrating that the departure of modelled heat content from the observed is likely caused by the temperatures below the mixed layer.

### 4.5.2 Arabian Sea Site

Figure 4.4 shows the oceanic response to the strong, large-scale atmospheric forcing associated with the summer and winter monsoons, as mentioned in Section 4.2, producing this unique double cooling trend. The occasions of the largest error in SST occur during the monsoon periods. During the winter or NE Monsoon, days 14–121, the modelled SST has a cold bias, whereas for the summer or SW Monsoon, days 226–333, the modelled SST is initially much cooler but around day 275 becomes significantly warmer, as it is unable to match the amount of cooling that occurred in the observed temperatures.

It is noted that the period of very low wind speeds (~ days 130–230, as seen in Figure 4.1) in the inter-monsoon warming phase produces large diurnal variability in the SST. Over the year the mean diurnal warming ($\Delta \theta_{0.17m}^{obs}$) was 0.48°C with a modelled value of 0.62°C. The RMS ($\Delta \theta_{0.17m} - \Delta \theta_{0.17m}^{obs}$) was 0.26°C, as shown in Table 4.5.

The period of cooler modelled than observed SSTs coincided with a shallower MLD than that derived from observed temperature profiles. Much of the warm SST bias also coincides with a deeper MLD than that derived from observations, as seen in Figure 4.4 (b). Times of large changes to the observed MLD are coincident with large changes
Figure 4.4: Model-observation comparisons at Arabian Sea. From the top: (a) model simulation of $\theta(0.17m)$ (blue) and observations (red), (b) the daily maximum MLD derived from observed (red) and modelled (blue) temperatures, and (c) the temporal evolution of total column integrated heat content derived from observed (red) and modelled (blue) temperatures (the signal is filtered through a 24 hour mean).
to the observed heat content. It is clear that on these occasions the evolution of the modelled and observed heat content are rather different. In Equation (4.3) it is shown that the modelled value is determined by the total heat flux $I + Q$, this being the only supply of heat to the system. Here $I + Q$ is calculated from observed down-welling SWR and LWR values with parameterised values of latent and sensible heat flux and up-welling LWR (see Sections 3.4 and 3.5). The use of parameterisations could be a source of potential error in the modelled heat content. However, on the occasions when the two lines in Figure 4.4 (c) significantly diverge (e.g. between days 0–10, 25–80, and 270–280) the errors are so large that uncertainties in $Q_E$, $Q_H$, and $Q_B$ can be ruled out as the major contributing factor to this divergence of heat content. For example, in the first 10 days the heat content derived from temperature observations increases by approximately $1.5 \times 10^9 \text{Jm}^{-2}$ over the modelled heat content, this would represent an increase in surface heat fluxes of over $1700 \text{Wm}^{-2}$ for this period, clearly impossible. However, if advection is important, i.e. $\mathbf{v} \cdot \nabla \theta$ is large on these occasions, then our modelling assumption breaks down and we might expect these kinds of differences.

A paper by Fischer [39] using the same data, in addition to remotely sensed data of the region demonstrates that the observed temperature trend over the whole period is roughly balanced when the heat budget includes the surface forcing, but also strong episodic modulation from mesoscale variability in the horizontal advection. The paper concludes that this mesoscale modulation took two forms, one for each monsoon period. During the NE Monsoon (days 14–121) the heat budget was influenced by the passage of a series of mesoscale eddies with large variations in thermocline depth, but little surface signature. Then during the SW Monsoon (days 226–333) cool, coastal up-welled water transported to the moored site by mesoscale eddies was deemed a major contributor to the upper ocean heat budget. These features can clearly be seen in Figure 4.5. The deficiencies in the model during the monsoon seasons, as seen in Figures 4.4 and 4.5, can be explained to a great extent by the nature and timing of advection events described in [39], but missing from this model. However during the inter-monsoon periods the Arabian Sea experiences little or no advection, and model behaviour is in good agreement with the observations.
Figure 4.5: *One year temperature depth profile comparing model temperatures (top) with observed temperatures (bottom).*
4.5.3 Subduction Experiment Region

Figure 4.6 (a) shows that the modelled SST warms in relation to the observations at around day 150 coincident with a decrease in observed heat content (see Figure 4.6 (c)). Over the whole time series the modelled 1 metre SST has a warm bias of 0.58 °C. The RMS of \((\theta_{1m} - \theta_{1m}^{obs})\) over the time series is 0.66 °C, see Table 4.5. The mean diurnal warming signals at this depth are 0.26 °C for the observations and 0.36 °C for the model. The annual deepening and shoaling of the mixed layer is again well represented by the model over this long simulation. In the heat content plot in Figure 4.6 (c) the observed and modelled values of the first 100 days are closely matched. However after this time the heat content derived from the temperature observations significantly decreases with respect to the model derived values, and from this point the model contains much more heat than is observed.

<table>
<thead>
<tr>
<th>Site</th>
<th>SST (°C)</th>
<th>Diurnal Warming (°C)</th>
<th>MLD (m)</th>
<th>Stratification (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COARE</td>
<td>0.29</td>
<td>0.36</td>
<td>14.85</td>
<td>0.22</td>
</tr>
<tr>
<td>Arabian Sea</td>
<td>0.71</td>
<td>0.26</td>
<td>23.81</td>
<td>0.23</td>
</tr>
<tr>
<td>Subduction</td>
<td>0.66</td>
<td>0.18</td>
<td>26.19</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 4.5: Statistics from comparisons derived from observations and model simulations at the mooring sites.

4.6 Effects of Different Cloud Forcing

In this section an investigation is made into the impact of cloud effects on the upper ocean. The SWR is the largest component of the ocean heat budget and the amount of radiation received at the sea surface is significantly affected by cloud cover which acts as a barrier preventing the sun’s radiation from reaching the sea surface. Cloud cover also influences the down-welling component of the LWR, as clouds emit thermal infrared radiation.
Figure 4.6: Model-observation comparison at Subduction. From the top: model simulation of $\theta(1.0m)$ (blue) and observations (red), the daily maximum MLD derived from observed (red) and modelled (blue) temperatures, and the temporal evolution of total column integrated heat content derived from observed (red) and modelled (blue) temperatures (the signal is filtered through a 24 hour mean).
At the Arabian Sea site the down-welling components of SWR and LWR were observed and this data was used to force the model and the outcomes compared with output from the parameterized clear sky SWR and LWR. The improvements achieved by the inclusion of the SWR and LWR observations are demonstrated in Figure 4.7.

Figure 4.7: A one year SST comparison between observed (red) and modelled using clear sky conditions (blue), SWR observations (yellow), and SWR and LWR observations (green).

The inclusion of SWR and LWR observations within the model eliminates the difficulty in quantifying the cloud cover. In Figure 4.7 it is clearly seen that the use of SWR observations in the model simulations leads to large improvements in the estimated SST, particularly during the summer monsoon period (days 220–365) when typically cloudy conditions are known to occur [155]. Table 4.6 shows larger biases and root mean square errors for both the SST and the diurnal amplitudes when clear sky conditions were assumed. The further inclusion of LWR observations actually seems to deteriorate the solution slightly, although this must highlight the true errors from other sources. As discussed in Section 4.5.2 it has been shown that the remaining error
is primarily caused by advection events at these times.

<table>
<thead>
<tr>
<th></th>
<th>Mean Error</th>
<th>RMS Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SST</td>
<td>DW</td>
</tr>
<tr>
<td>SWR &amp; LWR Observations</td>
<td>0.13</td>
<td>-0.14</td>
</tr>
<tr>
<td>SWR Observations</td>
<td>-0.12</td>
<td>-0.15</td>
</tr>
<tr>
<td>Clear Sky Conditions</td>
<td>-0.66</td>
<td>-0.2</td>
</tr>
</tbody>
</table>

Table 4.6: A table showing the modelled SST and diurnal warming (DW) accuracy, in °C, at the Arabian Sea forced with SWR and LWR down-welling observations, SWR down-welling observations with clear sky for LWR, and clear sky conditions for SWR and LWR.

The sensitivity of the model to the cloud parameter can further be seen at the COARE site where SWR values are high, and large diurnal warming events are evident, as shown in Figure 4.8. The day to day variability in the SWR observations (as can be seen in Figure 5.3), primarily due to changes in cloud cover, are large and on occasions over 150 Wm$^{-2}$, which can be half the daily mean SWR value on some days. If the model is forced with a constant cloud cover value, then day to day variability in SWR is not present and this can significantly effect the modelled diurnal cycle (see Table 4.7).

As is mentioned in Section 3.2 the Reed formula (Equation (3.5)) and the clear sky parameterisation have been found to have biases at specific sites. The recommendation, as discussed in Section 3.2, is to use radiametric observations to optimise the parameterisation at specific locations. Following the suggestions of [120] and [55] the transmission coefficient and the cloud cover coefficient are adjusted based on the SWR observations taken at the mooring sites. To ensure over 90% of the SWR observations fall between the clear sky and full cloud limits of the Reed parameterisation, the transmission coefficient was kept at 0.7 at the Subduction site, reduced to 0.63 at the COARE site, and increased to 0.74 at the Arabian Sea. The cloud cover coefficient remained 0.62 at the Subduction and Arabian Sea sites, but was increased to 0.72 at the COARE site.

Clear sky and full cloud conditions are applied at the COARE site and the resulting
SST values are shown in Figure 4.8. It is important not only to notice the drift in SST with zero cloud cover, but also the exaggerated diurnal cycle compared with the observed trends and peaks. The converse is also noted: simulating full cloud conditions leads to an underestimation of SST and its diurnal amplitudes. The mean diurnal warming from observations, clear sky, and full cloud are as follows: 0.48°C, 0.85°C, and 0.33°C. This shows how uncertainty in cloud cover could substantially effect the modelled diurnal cycle. Error statistics are presented in Table 4.7.

![Figure 4.8: A comparison between model runs with the cloud parameter set at the extremes of no cloud (blue) and full cloud (black) against the observed (red) for the TOGA COARE region.](image)

To correct the warming drift in SST when the parameterised clear sky SWR is used the ratio of the mean SWR observations to the mean clear sky SWR over the whole period was calculated. A model simulation was then performed in which the parameterised clear sky SWR values were multiplied by this ratio, calculated to be 0.70 at COARE. Hence the mean SWR over the 120 days would be the same for model and observation (196.32 Wm$^{-2}$), this ratio could be thought of as an average cloud cover
correction (with an effective mean cloud cover value of 0.30, following [41]) to the clear sky SWR over the whole period. Results from this experiment, shown in Table 4.7, reveal that the SST no longer has a drift and the SST bias is of the same magnitude as when using the SWR observations. The RMS errors have also significantly reduced from the clear sky and full cloud SWR cases becoming similar to the SWR observation case, as would be expected. This mean correction to the clear sky SWR was also calculated at the Arabian Sea and Subduction sites with values of 0.82 and 0.79 giving effective mean cloud cover values at these locations of 0.18 and 0.21 respectively.

<table>
<thead>
<tr>
<th></th>
<th>Mean Error</th>
<th>RMS Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SST</td>
<td>DW</td>
</tr>
<tr>
<td>SWR &amp; LWR Observations</td>
<td>−0.07</td>
<td>−0.14</td>
</tr>
<tr>
<td>SWR Observations</td>
<td>−0.04</td>
<td>−0.11</td>
</tr>
<tr>
<td>Clear Sky</td>
<td>−1.32</td>
<td>−0.31</td>
</tr>
<tr>
<td>Full Cloud SWR</td>
<td>0.29</td>
<td>0.13</td>
</tr>
<tr>
<td>Modelled SWR Without 120 Day Bias</td>
<td>0.04</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 4.7: A table showing the extent to which SST and its diurnal cycle match observations when using various SWR options. Results are at the COARE sites and values are in °C.

4.7 Effects of Lowering Forcing Resolution

It is unusual to have complete very accurate high frequency forcing data over ocean areas and as such the data from the three mooring sites used in this chapter are very rare. In this next section the surface meteorological observations as well as the downwelling SWR and LWR from the buoys are averaged over 6 hourly periods. The model was then re-run using the 6 hourly mean meteorological values in the air-sea flux calculations. The 6 hourly mean observed SWR values are used a priori to derive 6 hourly mean cloud values by calculating the clear sky values (using the corrected atmospheric
transmission at the individual sites) and inverting the Reed formula (Equation (3.5))

\[ n = \left(1 - \frac{T_{\text{obs}}}{I_i} + 0.0019/\beta\right) / C_n. \]  

(4.4)

Where over-bar denotes a 6 hourly mean value. This technique allows the SWR to be calculated at a much finer time resolution (at each model time step) with a 6 hourly fixed cloud correction performed using the Reed formula. The diurnal cycle of SST is a fundamental response to the solar forcing over the day, this technique is therefore an essential feature.

Unfortunately a similar technique is not possible for the wind forcing. It is acknowledged that there will be occasions when a complete representation of the phase and shape of the diurnal cycle will not be possible because of the sensitivity of the system to fine scale wind variability.

The results are presented in Table 4.8 and should be compared with results from the high frequency forcing simulations in Table 4.5. In all cases the root mean square errors increase when using the 6 hourly forcing, with the exceptions of SST at the COARE site and the MLD at the Subduction experiment site. The deterioration of accuracy however is slight, for example the RMS error of the diurnal warming measure increases by 8.9% on average over the three sites. This gives hope that the diurnal cycle can be effectively modelled with 6 hourly forcing data. The standard output from operational weather forecasting centres is 6 hourly, therefore modelling the diurnal cycle of SSTs over the global ocean could be a possibility. This proposition is addressed in Chapter 6.

<table>
<thead>
<tr>
<th>Site</th>
<th>SST (°C)</th>
<th>Diurnal Warming (°C)</th>
<th>MLD (m)</th>
<th>Stratification (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COARE</td>
<td>0.25</td>
<td>0.38</td>
<td>17.73</td>
<td>0.24</td>
</tr>
<tr>
<td>Arabian Sea</td>
<td>0.83</td>
<td>0.3</td>
<td>24.51</td>
<td>0.29</td>
</tr>
<tr>
<td>Subduction</td>
<td>0.94</td>
<td>0.19</td>
<td>25.97</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Table 4.8: Statistics from comparisons derived from observations and model simulations forced with 6 hourly data at the mooring sites.
4.8 Summary

Several improvements to the public domain version of the GOTM have been presented in this chapter. It has been demonstrated that the replacement of the Kondo air-sea flux algorithm with the state-of-the-art TOGA COARE algorithm improves the turbulent forcing at the boundary. The 9-band ocean radiant heating parameterisation has also replaced the previous 2-band parameterisation. These adaptations to GOTM have improved the model’s capability in capturing diurnal variability. The model was then used in a detailed study of the upper ocean and its diurnal variability at three ocean mooring sites. The results show that the model performs well, although it is highlighted how advection can cause model drift, this was particularly the case on occasions at the Arabian Sea site. In this chapter sensitivity of the model’s performance to changes in the forcing were also tested and explored. Work is presented on the effects on the modelled SST of uncertainty in cloud values. Both the mean SST and the diurnal warming were shown to be highly sensitive to the SWR and in particular to the variation in the SWR due to cloud cover. In another experiment the forcing data at the mooring sites was reduced to 6 hourly mean values and the model forced with the reduced time resolution data. A technique to calculate the SWR at a finer scale is presented. Under these conditions the deterioration in modelling ability is shown to be slight, which suggests diurnal modelling of SSTs need not be limited to a few upper ocean mooring sites.
Chapter 5

The Assimilation of SST Data

5.1 Introduction

Data assimilation is the process of merging together in an optimal sense measured observations with a dynamical system model to gain maximum likelihood estimates of the required state. Data assimilation has its theoretical foundations in optimal control theory, a branch of mathematics first developed by Pontryagin [103]. It is extensively used in meteorology to find the initial conditions of the state variables for operational weather forecasting [60], but its appeal has spread across the Earth Sciences [139]. What follows in the next section is a short description of a general formulation of data assimilation for a nonlinear dynamical system.

5.2 General Formulation

A system is modelled by the discrete nonlinear equations

\[ x_{k+1} = f_k(x_k, u_k), \quad k = 0, \ldots, N - 1, \]

(5.1)

where \( x_k \in \mathbb{R}^n \) denotes the model states and \( u_k \in \mathbb{R}^{m_k} \) denotes the \( m_k \) inputs to the system at time \( t_k \), and \( f_k : \mathbb{R}^n \times \mathbb{R}^{m_k} \rightarrow \mathbb{R}^n \) is a nonlinear function describing the evolution of the states from time \( t_k \) to time \( t_{k+1} \). Observations of this system are taken
and these may be expressed as

\[ y_k = h_k(x_k) + \delta_k, \quad k = 0, \ldots, N - 1, \]  

(5.2)

where \( y_k \in \mathbb{R}^{p_k} \) denotes the vector of \( p_k \) observations at the time \( t_k \) and \( h_k : \mathbb{R}^n \to \mathbb{R}^{p_k} \) is called the observation operator and is a nonlinear function that gives a transformation from model space to observation space, which may include grid interpolation. Here the observations are assumed to be unbiased and uncorrelated and \( \delta_k \in \mathbb{R}^{p_k} \) represents Gaussian random observational errors with covariance matrices \( R_k \in \mathbb{R}^{p_k \times p_k} \). A prior estimate of the initial state \( x_0 \), usually obtained from a previous model run, is denoted \( x_0^b \) where superscript \( b \) stands for background. Again we assume random Gaussian error \( (x_0 - x_0^b) \) with covariance matrix \( B_0 \in \mathbb{R}^{n \times n} \). Under the formalism of variational calculus the data assimilation problem can be expressed as follows.

**Minimise, with respect to \( x_0 \), the cost function**

\[ J = \frac{1}{2} \| x_0 - x_0^b \|^2_{B_0} + \frac{1}{2} \sum_{k=0}^{N-1} \| h_k(x_k) - y_k \|^2_{R_k}, \]  

(5.3)

subject to \( x_k, k = 1, \ldots, N - 1 \), satisfying the system equations (5.1) with initial states \( x_0 \).

(Notation: \( \| \cdot \|^2_A = \langle \cdot, \cdot \rangle_A \) is a 2-norm squared weighted by a covariance matrix \( A \), with the weighted inner product defined as \( \langle a, b \rangle_A = a^T A^{-1} b \))

This represents the maximum likelihood and as such the data assimilation equations may also be derived from a statistical viewpoint using Bayesian theory as in Rodgers [114]. Here the initial states are the required control variables in the optimisation. However, it is also possible to set-up the problem to control boundary conditions; for example see Le Dimet and Ouberdous [30]; model parameters, as discussed by Navon [92]; or a combination of the above as demonstrated by Lu and Hsieh [77]. Note that in the above we assume a perfect model and the system equations are treated as strong constraints. For a weak constraint setup see Sasaki [118]; or for the treatment of systematic errors see Dee and DaSilva [27], for bias correction in a 4D-Var system see Griffith and Nichols [48], and for bias correction applied to an operational ocean model see Bell et al [8].
The above problem can be solved directly giving a sequential data assimilation scheme, or indirectly to give a four-dimensional variational (4D-Var) assimilation scheme. Using the direct approach the solution can be expressed as (see Kalnay [60] for a derivation)

\[ x_{k+1}^b = f_k(x_k^a, u_k), \quad (5.4) \]

\[ x_{k+1}^a = x_{k+1}^b + K_k (h_k(x_{k+1}^b) - y_{k+1}), \quad (5.5) \]

where

\[ K_k = B_k H_k^T (H_k B_k H_k^T + R_k)^{-1} \quad (5.6) \]

is called the gain matrix and \( H_k = \frac{\partial h_k}{\partial x_k} \bigg|_{x_k^b} \) with \( k = 0, \ldots, N - 1 \). Equation (5.4) represents a prediction for the background states produced from the model equations, and Equation (5.5) represents analysed states based on a correction to the background from model-observation differences. The observation operator, \( H_k \), and the observation covariance matrix, \( R_k \), are updated when required. The different, variously named, data assimilation schemes arise around how to best model the background covariance matrix, \( B_k \). For example the Optimal Interpolation (OI) scheme has a static homogeneous background covariance matrix, \( B_k \equiv B \), whereas the more sophisticated Kalman Filter [59] seeks to evolve the covariance structure in time; this of course leads to computational difficulties for large problems.

For 4D-Var, the problem (5.3), is first reduced to an unconstrained problem using the method of Lagrange [146]. Necessary conditions for the solution to the unconstrained problem then require that a set of adjoint equations together with the system equations (5.1) must be satisfied. The adjoint equations are given by

\[ \lambda_N = 0, \quad (5.7) \]

\[ \lambda_k = F_k^T (x_k) \lambda_{k+1} - H_k^T R_k^{-1} (h_k(x_k) - y_k), \quad k = N - 1, \ldots, 0, \quad (5.8) \]

where \( \lambda_k \in \mathbb{R}^n \), \( j = 0, \ldots, N \), are the adjoint variables and \( F_k \in \mathbb{R}^{n \times n} \) and \( H_k \in \mathbb{R}^{n \times pk} \) are the Jacobians of \( f_k \) and \( h_k \) with respect to \( x_k \). The gradient of the cost function (5.3) with respect to the initial data \( x_0 \) is then given by

\[ \nabla_{x_0} J \equiv B_0^{-1} (x_0 - x_0^b) - \lambda_0. \quad (5.9) \]
This is solved iteratively and each step of the gradient iteration process requires one forward integration of the model equations (5.1) and one backward integration of the adjoint equations (5.8).

5.3 Assimilation of SST

In-situ SST data from buoy and ship measurements are few and far between and availability of data is a core issue for ocean data assimilation. However, it has been said by Craig Donlon, head of GHRSSST-PP, that we are now in the golden era of SST measurements as we have access to a wealth of satellite data providing global coverage at very high spatial resolution. So far relatively little attention has been paid to the assimilation of SST, as opposed, for example, to altimetry data where assimilation routines are well understood e.g. [22] and [123]. A particular difficulty arises from how to extract information content about the sub-surface from surface sea temperature observations. To date no one has satisfactorily been able to correct the sub-surface ocean state from SST data. SST is a prognostic variable in ocean models and the general procedure has been to directly assimilate SST observations into models. What follows is an overview of the subject to date.

5.3.1 Ocean Circulation Models

Derber and Rosati [29] assimilated conventionally measured in-situ SST observations into a global ocean model with 1° horizontal resolution and 15 layers in the vertical. The SST data were assimilated over a 30 day window and simple horizontal correlations were used to smooth the data field. No vertical correlations were used, however vertical profiles were also assimilated where available.

Clancy et al in [20] and [19] combined synoptic ship, bathythermograph, buoy, and satellite data with the prediction of a mixed-layer model, using an optimal interpolation (OI) scheme to produce large scale synoptic thermal analyses.

An unusual example where only SST data are assimilated is that of Ezer and Mellor [34]. Correlation factors between variations in the surface data and variations in the
sub-surface temperature were used to project the surface information into the deep ocean, using data and model error estimates and an optimal interpolation approach to blend model and observed fields.

The UKMO 1° global FOAM has a top grid point temperature representing a mean value over the top 10 metres of ocean. The SST observations used for assimilation come from fixed surface buoys (TAU / TRITON), a coarse AVHRR gridded data set, drifting buoys, observing ships, and anything else that comes in over the GTS (Global Telecommunication System, a meteorological agency observations network). An OI assimilation system is used with horizontal and vertical correlation length scales [7].

5.3.2 ENSO Forecast Models

SST assimilation has been widely used for coupled ENSO forecast models (e.g. [18], [117], [141], and [142]). In these initialisation problems only horizontal correlations are assumed. Chen et al [18] and Rosati et al [117] nudge the modelled SST towards an observed SST field, often simultaneously with nudging towards the observed wind fields. Syu and Neelin [141] daily inserted Reynolds’ SST anomaly information into the top three upper ocean layers and Tang and Hsieh [142] used a 3D Variational approach (although actually 2D because there are no vertical correlations). It was often found in these studies that the SST assimilation led to imbalances between the thermal and dynamical fields. This is because it does not correct the thermocline, the sub-surface thermodynamic structure which is governed primarily by the wind stress. Also large systematic differences in the spatial distribution of variance between the model SST field and the observed SST field have been noted. With the assimilation of observed SST, the structure of the model SST is quickly forced to resemble its observational counterpart. However, the model adjustment is relatively slow, especially for adjustment of the thermocline, which mainly determines the variability of SST anomalies in the equatorial central and eastern Pacific.

To alleviate the above problems Tang et al [143] and [144] proposed a new system which involved assimilating two proxy datasets, SST and sub-surface thermal data, into the ocean model. The proxy SST is given a similar variance distribution to the
model SST, but retains the observational information in the temporal variability. This is so that observational forcing was not made too strong in the regions where the model SST has a significantly different variance structure. In this 3D-Var assimilation scheme a linear relationship between any two neighbouring depths was derived using singular value decomposition and then applied to estimate the temperatures at deeper levels using the temperature analyses of shallower levels.

5.3.3 Shelf Sea Models

The transfer of information vertically through the water column was viewed as having greater importance than horizontal smoothing in a shelf sea assimilation scheme by Annan and Hargreaves [4]. They used a statistical interpolation scheme to assimilate AVHRR data as innovation increments into the mixed layer. The satellite data are compared with local in-situ observations to derive local error statistics, any bias in the satellite observations is then removed before the data are assimilated and the variance is used in the assimilation scheme. These error statistics include averaging over the mismatch between skin and bulk temperatures. This difference can vary widely from night-time to daytime and so the authors sensibly produce different error statistics for day and night to compensate for this. However such generalised statistics will ignore the differences that develop between various wind and insolation regimes. Annan and Hargreaves make the following assumptions when implementing their scheme. Firstly, that horizontal correlations are small enough to be ignored. Secondly, the turbulent kinetic energy is close to a quasi-equilibrium level and so temperature can be adjusted independently of the turbulent kinetic energy. Thirdly, that the water column is well mixed above and below the thermocline. The shelf sea model they used had a vertical resolution of order 5 metres.

This one-dimensional scheme has been thoroughly tested in the Proudman Oceanographic Laboratory Coastal Ocean Modelling System (POLCOMS) and the results are discussed by Andreu-Burillo et al in [3]. They concluded that for the Irish Sea and at scales resolved by the model, the assimilation improves the modelled SST. However, they also added that for a shelf sea context, using only IR SST observations, the prob-
lem could not be adequately approached in a one-dimensional framework. They noted that only errors in the air-sea heat flux are accounted for and that other sources of errors such as modelled horizontal advection and diapycnal mixing are not corrected. The results were shown to be particularly poor in shallow areas where the three-dimensional thermal distribution is strongly affected by tidal excursions and river inflow. Without any horizontal correlations, patches of observational data voids, due to cloud cover led to unrealistic gradients being generated after the assimilation, resulting in the creation of spurious currents on occasions.

5.3.4 Restoring Boundary Conditions

Traditionally ocean general circulation models are forced by restoring boundary conditions, wherein the top model temperature is restored to a target surface temperature to calculate the heat flux at the surface. This technique was originally proposed by Haney [51], but is often referred to as Barnier relaxation [6]. The surface heat flux, \( Q \), over the ocean is approximated by the relaxation of the ocean surface temperature, \( \theta_{\text{surface}} \), to a target temperature, \( \theta_{\text{surface}}^* \), usually observations or climatology, with the equation

\[
Q = \lambda (\theta_{\text{surface}}^* - \theta_{\text{surface}}),
\]

where \( \lambda \) is the feedback coefficient. The errors associated with this relaxation towards surface observations are discussed by Killworth et al in [69] and an improvement suggested by Kamenkovich and Sarachik [61]. In the literature this is never described as data assimilation, although clearly Equation (5.10) could be seen as making a correction to a background heat flux (here zero) based on model observation differences of SST, and as such could be viewed as a crude data assimilation algorithm.

Indeed a recently published data assimilation method by Manda et al [78] uses a similar surface restoring condition

\[
Q = Q^* + \frac{\rho c_p \Delta z_1}{\tau} (\theta^* - \theta_{2.5m}),
\]

The prescribed heat flux, \( Q^* \), is corrected by an observed SST, \( \theta^* \). Here \( \rho \) denotes seawater density, \( c_p \) specific heat of seawater, \( \Delta z_1 \) the thickness of the first model layer.
the temperature in the first layer of the model, and \( \tau \) the restoring time scale. This nudging method is validated as a feasible method with an ocean circulation model that incorporates a strongly nonlinear mixed layer model. Although this nudging method is statistically sub-optimal it was found by Manda et al [78] to have comparable skill to the statistically optimal method of the Ensemble Kalman Filter (EnKF). This is because they work in a similar way; the EnKF corrects the surface layer temperature and allows the subsurface layers to be adjusted according to the evolving model, whereas the nudging method corrects the temperature in the first layer as well as the surface heat flux, and again the subsurface temperatures adjust according to the evolving model. This is an important finding as the computational cost of the nudging method is a fraction of that required to implement an EnKF method.

5.3.5 Operational SST Products

Reynolds

The Reynolds SST analysis products [112], [111] are very popular and widely used (e.g. the ECMWF ocean model relaxes towards the Reynolds SST). The analysis uses 7 days of in-situ (ship and buoy) and satellite SST. The analyses are produced weekly and daily using optimum interpolation (OI) on a 1° grid. The data errors from ships are almost twice as large as the data errors from buoys or satellites and these error statistics are included as part of the OI scheme. The bias in satellite observations (when compared with in situ data), caused from stratospheric aerosols from volcanic eruptions [110], are removed before the assimilation by using a Poisson technique to provide a smooth correction field. Bias correction of all input data to the analysis procedure is critical to obtaining a valid output [111]. The daytime satellite data have been assigned higher error values than the night-time data. The diurnal cycle is not resolved in the OI analysis, and any diurnal signal will appear as noise to the analysis. Additional errors in the satellite data can occur when the assumed correlation between skin and bulk temperatures begins to break down. In this case, the satellite retrieval algorithm also breaks down.
HadISST

The UKMO Hadley Centre for Climate Prediction and Research (Hadley Centre) Sea Ice and Sea Surface Temperature data set, HadISST1, combines monthly globally complete fields of SST and sea ice concentration on a 1° latitude-longitude grid. The SST fields are created using a combination of in-situ and satellite measurements. The in-situ data are averaged and interpolated into a globally complete field, using reduced space optimal interpolation (RSOI) [63]. This field is then used to correct satellite derived SST data, for the purpose of removing biases, before its inclusion in HadISST1. These biases include the residual differences between skin and bulk SSTs and contamination by undetected aerosol and clouds. The satellite and in-situ fields are then averaged together and reconstructed as a 2° spatial resolution anomaly field.

To make HadISST1 globally complete the gaps in the combined in-situ/satellite SST data are filled by RSOI. The satellite data come from two different sources, AVHRR and AATSR; O’Carroll et al [94] presents an overview of the influence these have on the HadISST global analyses. The AVHRR brightness temperature measurements have been tuned by a regression onto a set of drifting buoys and are thus considered equivalent to a one metre bulk temperature, whereas the AATSR are considered to measure a skin temperature. In the case of AATSR data a 1-D mixed layer ocean model forced with 6 hourly NWP fluxes is used to derive skin to bulk (one metre) temperature differences at the observation time, if this difference is greater than 0.2°C then the observation is flagged. Details of this processing scheme are provided in [52].

OSTIA

The Ocean Sea Temperature and Ice Analysis (OSTIA) is a daily operational analysis product being developed at the National Centre for Ocean Forecasting (NCOF) [131]. It has a 1/20° resolution and uses GHRSSST-PP data (SEVIRI, TMI, NAR, AVHRR, ATSR, and AMSRE) almost exclusively. Currently this product is produced without an ocean model and is purely persistence based. It fuses all observations over a 24-hour period valid from midnight GMT to midnight GMT each day. Daytime observations recorded with local wind speed less than 6 ms⁻¹ are flagged, as they are considered
likely to be ‘corrupted’ by a diurnal signal. This is clearly not the ideal situation when wind speeds under 6 ms$^{-1}$ account for over 40% of the total occurrence of hourly averaged wind speeds over the ocean (see Figure 2.1 in [79]).

5.4 SST Assimilation Experiments in the GOTM

5.4.1 Introduction

The graphs of Figures 4.3, 4.4, and 4.6 show that the modelled SST on occasions drifts away from the observed SSTs and over or under estimates. The availability of SST observations would allow these errors to be constrained and corrected for. In this next section we use local midnight SST observations in assimilation routines. These data assimilation schemes were developed to use this additional piece of information (the daily SST observation) to improve the state of the system. We seek to achieve this by adjusting the temperature profile in a physically consistent and smooth manner. The aim is to utilise information content in the observations to highlight shortcomings in model processes and provide insight into how these may be improved, in the hope of reducing future model bias.

With the introduction of observations the first question to ask is whether the model can bring additional skill to the SST estimation, compared with the observations. The null hypothesis, assuming persistence from the daily observations without any physical model (using yesterdays SST observation to predict tomorrows SST), should provide a lower bound for the estimation skill. Table 5.1 compares results from a model simulation with that of persistence only. These control simulations are initialised with observations at the start only and forced with observed down-welling SWR and LWR observations and air-sea fluxes calculated from the surface meteorology.

It can be seen that in all cases persistence from the daily observations give better SST estimation than the model by itself can provide. However the persistence assumption leads to zero diurnal warming estimates, so in this respect the model by itself is shown to provide better estimates of diurnal warming in all cases. In data assimilation the aim is to merge observations with the dynamical model to produce an accurate
analysis. In this chapter the aim is to use the observations to prevent model drift, but preserve the dynamic evolution of SSTs over the day as predicted by the model equations. The credibility of these attempts will be assessed by the reduction in the root mean square errors given in Table 5.1.

### 5.4.2 Direct Insertion

A univariate data assimilation scheme is now described whereby the SST observation from the mooring site is directly inserted into the model. An increment between the SST observation and the model temperature at the observed depth (0.45m for COARE, 0.17m for Arabian Sea, and 1.0m for Subduction) is found each day at the time of the observation (midnight). This increment is then used to adjust all model temperatures within the mixed layer. This can be written mathematically in the formalism of data assimilation as follows

\[
th_{k+1} = f_k(n_k, u_k), \quad k = 0, \ldots, N - 1.
\]

<table>
<thead>
<tr>
<th></th>
<th>RMS Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SST</td>
</tr>
<tr>
<td><strong>COARE</strong></td>
<td></td>
</tr>
<tr>
<td>Modelled</td>
<td>0.29</td>
</tr>
<tr>
<td>Persistence</td>
<td>0.27</td>
</tr>
<tr>
<td><strong>Arabian Sea</strong></td>
<td></td>
</tr>
<tr>
<td>Modelled</td>
<td>0.71</td>
</tr>
<tr>
<td>Persistence</td>
<td>0.29</td>
</tr>
<tr>
<td><strong>Subduction</strong></td>
<td></td>
</tr>
<tr>
<td>Modelled</td>
<td>0.66</td>
</tr>
<tr>
<td>Persistence</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 5.1: *RMS errors of SST and diurnal warming estimates, in °C, comparing model simulations with estimates based on persistence of a midnight SST observation.*
With \( \theta \in \mathbb{R}^{150} \) denoting the sea temperatures at 150 model levels, \( u_k \in \mathbb{R}^n \) are the inputs to the system (e.g. surface forcing) at time \( t_k \) and \( f_k : \mathbb{R}^{150} \times \mathbb{R}^n \to \mathbb{R}^{150} \) is the discrete nonlinear function describing the evolution of the model temperatures from time \( t_k \) to time \( t_{k+1} \). We have a single observation of the SST at time \( t_k \) which is related to the state \( \theta_k \) by equation

\[
y_k = h_k(\theta_k), \quad k = 0, \ldots, N - 1,
\]

where \( h_k : \mathbb{R}^{150} \to \mathbb{R} \) is a function that maps the state space onto the observation space; in this case a linear grid interpolation from the nearest model grid depths to the observation depth. We then define our state estimator as follows

\[
\theta_{k+1}^o = \theta_{k+1}^b + K_{k+1}(y_{k+1} - h_{k+1}(\theta_{k+1}^b));
\]

for \( k = 0, \ldots, N - 1 \). The column vector \( K_{k+1} \in \mathbb{R}^{150} \) has column entries \( K(i) \) defined by

\[
K(i) = \begin{cases} 
1 & \text{for } z_{\text{MLD}} < z^i \leq z^{150} \\
0 & \text{for } z^1 \leq z^i \leq z_{\text{MLD}} 
\end{cases}
\]

where \( z^i \) represents the model depth at grid level, \( i \), with 150 being the top layer, nearest the surface, and \( z_{\text{MLD}} \) represents the MLD derived from modelled temperatures as defined in Section 4.3. The SST increment is determined by \( y_{k+1} - h_{k+1}(\theta_{k+1}^b) \).

This direct insertion method is based on physical assumptions that the temperatures within the oceanic mixed layer, defined by the depth of the mixed layer at local midnight, are well mixed, so that any temperature signal at the near surface will be merged into the near homogeneous layer through mixing. The SST increment will represent the temperature error throughout the mixed layer. It is assumed that the MLD is correctly known and that the temperature error was caused by incorrect heat fluxes into this mixed layer, whether by advection or surface boundary fluxes. The TKE is considered close to a quasi-equilibrium level and so the adjustment to temperatures happens almost instantly and the TKE is assumed to remain unchanged throughout the assimilation. It is expected that after assimilation the improvement in surface temperatures will lead to more accurate fluxes and thus reduce future drift.
The success of the assimilation method can be viewed in Figure 5.1 where a drift, as shown previously in Figures 4.3, 4.4, and 4.6, is no longer seen at any of the mooring sites. The model simulations use a fixed cloud value of one half, to introduce greater error in the model and make the assimilation routine work harder. It was found that the SST RMS error was reduced by 0.48°C, 0.88°C and 0.36°C for the sites COARE, Arabian Sea, and Subduction respectively. For all cases the errors are significantly reduced below those values given in Table 5.1. However the error associated with the SST diurnal warming remain virtually unchanged in all cases. This is because only the initial condition is changed, the starting point of the days warming has improved, but the forcing over the day remains virtually unchanged (slight changes in latent and sensible heat flux and LWR occur because of the adjusted SSTs). The key factors that affect the shape and strength of the diurnal warming are the solar radiation, effected by changes in cloud cover and the wind stress, both of which remain fixed in this assimilation method.

The feedback between the atmosphere and ocean is represented by using the modelled interfacial (skin) temperature in calculating the LWR and latent and sensible heat flux. The improvement in these fluxes with the new temperatures at the Arabian Sea site is seen in Figure 5.2 and is particularly strong after day 260. A comparison with Figure 4.4 at this time shows the SST of the control to be significantly warmer than the observations. This warming bias causes the SST of the model to rise above air temperatures (not shown), thus changing the magnitude and direction of the sensible heat flux. The cooling of the SST in the assimilation run reduces the magnitude of the calculated long-wave radiation and latent heat flux which produces the divergence at day 260 in Figure 5.2.

5.4.3 Cloud Correction

At the mooring sites no observations of cloud cover were recorded and unless the observed SWR and LWR values are used to force the model this can be a major source of uncertainty in the modelled SST on both diurnal and longer timescales, as demonstrated in Section 4.6. In using the direct insertion method improvements in
Figure 5.1: Time series comparisons of the SST observations with the modelled SST using the direct insertion method. From top to bottom: COARE, Arabian Sea, and Subduction.
Figure 5.2: Time series comparisons at the Arabian Sea site of the sum of the LWR, latent heat, and sensible heat fluxes calculated from the control run, the assimilation run, and observations (using the air-sea flux algorithm with all observed temperatures and observed downward LWR).

the SST have been realised over the whole time period; however, estimates of the diurnal warming have remained unchanged. It was shown in Section 4.6 that the cloud forcing over the day was critical in the development of the diurnal cycle. If this can be improved during the assimilation then diurnal warming estimates will also improve. As was explained in Section 1.5 diurnal warming is highly sensitive to wind speeds; however, due to the high quality anemometer observations (typical instantaneous error of 5%, see Table A2 in [154]) this was not considered a major cause of the errors. In this next assimilation routine it was intended that the SST observations could be used, not only to correct for past errors in fluxes, as with the direct insertion method, but actually to account for the flux errors and reduce the likelihood of the same error occurring again.

In this cloud correction data assimilation algorithm it is assumed that all flux error
is caused by uncertainty in the daily cloud cover value. When the SST observations are assimilated using the direct insertion method heat is supplied to, or extracted from, the system. This can be quantified as follows

\[ H = c_p \rho_0 \int_0^{24} \int_{z_{MLD}}^{150} \left( \frac{\partial \theta^a}{\partial t} - \frac{\partial \theta^b}{\partial t} \right) dz dt. \]  

(5.16)

A further determination can be made as to whether these errors in the heat budget accumulated over the day could have been rectified by an improved heat flux into the ocean for that day. The associated cloud value change needed to provide this rectification in heat flux is calculated as follows

\[ S = \frac{-H}{0.62 (1 - f(z_{MLD})) \int_0^{24} I(1 - \alpha) dt}, \]  

(5.17)

based on the Reed formula (see Section 3.2). This derivation assumes that the cloud has influence only on the SWR, i.e. neglects the much smaller cloud forcing component in the LWR. It also assumes that the surface heat flux without solar radiation, \( Q \), does not escape below the MLD, \( z_{MLD} \), because of the mixing at the base of the layer. However, a small fraction, \( f(z_{MLD}) \), of the net surface solar radiation, \( I \), does penetrate below the mixed layer and this is taken into account in Equation (5.17). From Equation (5.17) an optimal cloud value over the day can be calculated

\[ n_k^a = n_k^b + S_k, \quad k = 0, \ldots, N - 1, \]  

(5.18)

and a check is made to ensure the physical limits \( 0 \leq n_k^a \leq 1 \) hold. This estimated cloud value then becomes the best estimate for the next day

\[ n_{k+1}^b = n_k^a, \quad k = 0, \ldots, N - 1. \]  

(5.19)

This is essentially a sequential data assimilation scheme to estimate model parameters, where \( S \) is a function of the SST increments.

Figure 5.3 gives an indication as to how well we are able to estimate cloud cover values from the SST observations. The graph reveals day to day variations in the SWR obtained using the assimilation, whereas in the control there is none. The variations in cloud amounts introduced by the assimilation routine show some degree of correlation with those of the observed values. The assimilation, however, is limited by the
constraints of the SWR parameterisation, as it has a tendency to produce cloud values that oscillate between full cloud and no cloud.
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Figure 5.3: A comparison of the daily mean total SWR at the COARE site using the observed downward radiation (red), the Reed formula with constant cloud value of one half (blue), and the cloud adjustment assimilation scheme (black).

Using this cloud correction method to determine cloud values is not necessarily always physically realistic as the cloud amount is also compensating for other causes of error present in the model. This is particularly true when implementing the scheme at the Arabian Sea site where it is known that on certain occasions the major source of error is due to advection.

5.4.4 Advection

A major source of error in using the 1-D model to estimate SSTs is that created by advection. A comparison of the one-dimensional heat budget with the observed heat content changes, as given in Figures 5.4 and 5.5, is a good way of assessing this influence.
For the Arabian Sea (Figure 5.4) there are occasions (e.g. days 0–10, 25–40, 40–80, and 270–280) when changes in the 1-D budget are too large and advection plays a major role; corrections to mixed layer temperatures based on surface observations do not improve the heat budget. This is not true however at the Subduction site (Figure 5.5) where the SST assimilation in the mixed layer is able to constrain accurately all temperatures in the water column. This is because large advection events below the MLD are not in occurrence at the Subduction site.

Figure 5.4: The temporal evolution of total column (to a depth of 150 m) integrated heat content calculated from observed and modelled temperatures at the Arabian Sea site.

Profile Assimilation

The results from previous sections demonstrate that temperatures below the mixed layer are decoupled from surface temperatures and therefore cannot be adjusted in an SST assimilation scheme. It has also been shown that at the Arabian Sea site, advection into the water column does occur below the MLD and so the whole profile cannot be
sufficiently rectified by the SST assimilation. Therefore for accurate sea temperature modelling using a 1-D model at this site, re-initialisation of the temperature profile is needed, particularly after advection events. Presented in Figure 5.6 are the results of the improvement in the total column heat content at the Arabian Sea site when the full temperature profile is assimilated every 30 days. This highlights the importance of temperature information below the MLD and illustrates the necessity of temperature and salinity profiles, for example from ARGO floats [47], as well as SST observations in global ocean modelling and data assimilation.

To model diurnal warming on a day to day basis with limited interference from advection the correct initial condition is needed. Model simulations were performed where the observed sea temperature profiles were used to initialise the model at local midnight each day. Thus the diurnal cycle is allowed to develop each day from the given night time profile. The results from these simulations are given in Table 5.2. The results can be compared to those in Table 4.5 where the initial profile is only
given at the start. The RMS errors in SST over the whole period are significantly reduced, as would be expected as errors are only allowed to build up over a 24 hour period. They are also much lower than errors from the daily persistence as recorded in Table 5.1; this is especially the case at COARE and the Arabian Sea where the diurnal warming effects are much greater than at the Subduction site. The diurnal warming errors have slightly improved at the COARE and Arabian Sea sites, but as explained earlier in this chapter the initial condition is not a major determinant of the magnitude of diurnal warming, far more important is variability in SWR and wind stress. Large improvements are seen in the MLD, this is especially the case at the Arabian Sea where advection was known to be a major cause of MLD errors during the two monsoon seasons (see Figure 4.4 b). The stratification measure also shows good improvement with the 10 m and near surface temperature difference kept well below two tenths of a degree in RMSE.
RMS Errors

<table>
<thead>
<tr>
<th>Site</th>
<th>SST (°C)</th>
<th>Diurnal Warming (°C)</th>
<th>MLD (m)</th>
<th>Stratification (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COARE</td>
<td>0.19</td>
<td>0.34</td>
<td>13.4</td>
<td>0.17</td>
</tr>
<tr>
<td>Arabian Sea</td>
<td>0.15</td>
<td>0.24</td>
<td>11.06</td>
<td>0.13</td>
</tr>
<tr>
<td>Subduction</td>
<td>0.13</td>
<td>0.2</td>
<td>21.79</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 5.2: Statistics from comparisons derived from observations and model simulations initialised daily at the mooring sites.

Results are also included when daily initialisation was used with 6 hourly forcing, as described in Section 4.7. These are presented in Table 5.3 and should be compared with Table 4.8. The differences are similar to those discussed above.

<table>
<thead>
<tr>
<th>Site</th>
<th>SST (°C)</th>
<th>Diurnal Warming (°C)</th>
<th>MLD (m)</th>
<th>Stratification (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COARE</td>
<td>0.19</td>
<td>0.36</td>
<td>15.94</td>
<td>0.18</td>
</tr>
<tr>
<td>Arabian Sea</td>
<td>0.19</td>
<td>0.3</td>
<td>12.99</td>
<td>0.17</td>
</tr>
<tr>
<td>Subduction</td>
<td>0.14</td>
<td>0.22</td>
<td>24.62</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 5.3: Statistics from comparisons derived from observations and model simulations forced with 6 hourly data and initialised daily at the mooring sites.

### 5.4.5 Mixed Layer Adjustment

The use of interactively calculated fluxes provides a feedback to the MLD. For example, if the MLD diagnosed from model output is too deep and there is a positive net heat flux into the ocean then the SST estimated is likely to be too cool, as the heat is mixed over a larger volume of water in the model than in reality. This cooler SST will then provide a weaker heat loss of LWR and latent and sensible heat fluxes, thus leading to greater stratification of the upper ocean and shoaling of the mixed layer. Therefore interactively calculated air-sea fluxes create a natural balance in the model between the
temperatures, air-sea fluxes, and ocean mixing. An example, at the Arabian Sea site, of how the SST assimilation can affect the MLD is shown in Figure 5.7. As observed in Figure 5.2 at around day 260 there is a large difference in the sum of LWR and latent and sensible heat fluxes calculated by the control run and the model run with data assimilation. This change in the heat flux total produces the shoaling in the MLD at around day 290 and thus better resolves the observed MLD at this time. However, this type of change in the MLD is not seen at other times of the year.

![Figure 5.7: The daily maximum mixed layer depth at the Arabian Sea site derived from observed temperatures (red), modelled temperatures from the control run (blue), and modelled temperatures with the direct insertion data assimilation scheme (black).](image)

The mixed layer heat budget can be approximated by the simple expression

$$c_p \rho_0 z_{\text{MLD}} \frac{\partial \theta_a}{\partial t} = F,$$

(5.20)

where $F$ is the total surface heat flux, $z_{\text{MLD}}$ the mixed layer depth, and $\theta_a$ the mean mixed layer temperature. If we fix $F$, but have two different MLDs, say $z_{\text{MLD}}^1$ and $z_{\text{MLD}}^2$ such that $z_{\text{MLD}}^2 > z_{\text{MLD}}^1$ then it would be expected that the change in mixed layer
temperatures would be greater in case 1 than case 2, i.e. \( \left| \frac{\partial \theta_1}{\partial t} \right| > \left| \frac{\partial \theta_2}{\partial t} \right| \). Following this principle, at the Arabian Sea site during the NE Monsoon period, when the MLD is much shallower in the model than in reality (days 30–100), the change in temperature over a given day during this period should be greater in the model. This is a time when the temperatures are cooling and the ocean is losing heat and therefore a shallower MLD in the model leads to a faster cooling in mixed layer temperatures than is observed. This can indeed be seen in the SSTs from Figure 4.4.

This change is observable by using the SST observations and therefore a data assimilation routine could have the potential to rectify the MLD in the model. Equation (5.20) can be integrated over a 24-hour period and approximated by

\[
c_p \rho_0 \int_0^{24} (I_0 + Q) \, dt.
\]

In the direct insertion method of Section 5.4.2 the mixed layer temperatures are initialised every 24 hours and so \( \theta_a(0) \) is identical in the analysis and the background field; however, because of the assimilation, \( \theta_a^a(24) \) is different from \( \theta_a^b(24) \). It is assumed that the integrated fluxes are correct and so if they are kept fixed then a rearrangement will give

\[
z_{\text{MLD}}^a = z_{\text{MLD}}^b \left( \frac{\theta_a^b(24) - \theta_a(0)}{\theta_a^a(24) - \theta_a(0)} \right).
\]

However, it was found that this scheme failed to improve the modelled MLD or the estimated temperatures. It may be that the mixed layer heat budget, Equation (5.20), is an over simplification for this purpose. More complexity could be added by allowing the MLD to evolve over the time period, and by taking into account the reduction in heat flux because of the penetration of SWR below the diagnosed MLD. Perhaps when the profile is corrected an adjustment in the TKE is also needed. Further experiments applying this principle on different timescales could also be tried. An area of future work is to utilise information that could be gained by comparing the evolution of modelled SSTs with those from observations, which is thought could provide insight on MLD. It is believed that this could become an effective method in which the structure of the temperature profile could be adjusted in a data assimilation method using only SST observations.
5.5 Summary

In this chapter we have given a brief introduction to data assimilation in general and provided an in depth review of the present state of SST data assimilation. Areas of weaknesses in these schemes are identified; these include scant attention given to the diurnal cycle of SSTs present in many observations and the lack of vertical correlations to spread surface information down into the water column. An important and open area of research is how information from surface temperature observations can be transfered deeper into the water column to provide information on temperatures at depth. Adjusting sea temperatures, which are prognostic variables in ocean models, in the assimilation can lead to imbalances between the thermal and the dynamical fields, and this issue needs to be further addressed.

With these issues in mind work is presented on the development of various data assimilation schemes. These schemes combine output from the modified GOTM and daily midnight SST observations at the mooring sites. It is shown how the availability of a daily SST observation for assimilation vastly improves SST estimation. In the direct insertion method the SST increment (model-observation difference) is used to correct all temperatures within the mixed layer. Through this procedure increased accuracy of the estimated SSTs provide improvements to the calculated air-sea fluxes and thus reduce the likelihood of future error. However this method is not able to improve the model’s ability to replicate the diurnal variability of near surface temperatures. It was shown in Chapter 4 that a major cause of uncertainty on diurnal and longer timescales is the cloud cover value. In this chapter a sequential parameter estimation assimilation scheme is described that uses the SST observations to correct errors in fluxes by estimating an ‘optimal’ cloud cover value for each day. However it is was found that on some days the errors in the fluxes could not be accounted for by changes in cloud cover alone. Another source of possible error is the reproduction of the mixed layer depth, which can be wrong due to poor mixing parameterisations and the effects of advection. It is not clear how SST observations can provide information on temperatures below the mixed layer depth, and therefore on occasions profile
information is needed in order to constrain ocean heat content. Nevertheless a series of SST observations in time may contain information on the depth of the true mixed layer, although how this could be utilised was not established. A major problem with some of the assimilation methods developed in this chapter was the attribution of error to a single cause. At these various sites and at different times numerous sources of temperature errors have been identified. These include advection, cloud cover, and incorrect MLDs; however, it is very difficult to attribute a single daily SST error to a particular process. Therefore at this stage the best that can be done is to make corrections to mixed layer temperatures based on SST measurements, and whenever possible use profile information to improve initialisation. In Chapter 7 it is shown how SST observations taken over the day can be used to improve the modelled estimation of diurnal warming. But before, in the next chapter, our work at the mooring sites is extended to other areas by using operational data sets.
Chapter 6

Using Operational Forcing Data

6.1 Introduction

In the next two chapters the scope of this thesis work is extended beyond the focus of a few mooring sites. The model is set-up to use contemporary NWP data sets and is utilised on a larger spatial scale. The availability of global operational forecast and analysis data at 6 hourly intervals opens the possibility of the use of the model on a much wider scale. It has been noted that these NWP fields are far from optimal for the purposes of diurnal variability modelling [84] and [52], and so there was uncertainty as to how well the model would perform compared with more accurate and higher frequency forcing data. However, these are the constraints set by NWP and we have to work the best we can within these limitations. It was highlighted in Section 4.7 how the GOTM when forced with 6 hourly mean data at the mooring sites was still able to reasonably capture the observed diurnal variability. This was achieved by taking particular care to resolve the SWR at a much finer resolution than 6 hours. In this chapter it is demonstrated how operational data sets can be used to initialise and force the GOTM and produce modelled diurnal warming estimates at many locations. The model is applied over wide areas and spatial as well as temporal structure of the diurnal warming of SSTs can be analysed.
6.2 Global Data Sets

Data are needed to initialise and force the mixed layer model in order to produce SST estimates. For the work in the next two chapters this globally available data is provided by operational forecast centres. This included NCOF/UKMO FOAM global 1° analysis data of sea temperature and salinity (at depths: 5, 15, 25, 35, 48, 67, 96, and 139 metres) at 00:00 GMT; ECMWF 1° global forecast 6 hourly integrated fluxes at 18:00, 00:00, 06:00, and 12:00 GMT of surface solar radiation, surface thermal radiation (LWR), surface latent heat flux, surface sensible heat flux, east-west surface wind stress, and north-south surface wind stress; or alternatively 10 m wind speed components, 2 m air temperatures, and 2 m dew point temperatures as well as sea level pressure. These data were obtained from the Godiva data access server at ESSC [124].

6.3 GHRSSST Observations

The Global Ocean Data Assimilation Experiment (GODAE) high-resolution sea surface temperature pilot project (GHRSSST-PP) [106] provides a new generation of global high-resolution (< 10 km) SST data products to the operational oceanographic, meteorological, climate, and general scientific community, in real time and delayed mode. Every day, GHRSSST-PP processing systems produce SST products from several complementary satellite and in-situ SST data streams to a common netCDF format. Both integrated observation (L2P) and analysis (L4) products are available.

GHRSSST-PP Level-2 Pre-processed (L2P) format data products are netCDF files containing SST data, error estimates (bias error and standard deviation) for each pixel and a series of ancillary fields to help interpret and use the SST data themselves. The power of L2P lies in the fact that all satellite SST data are presented in a common easy to use data format so that only a single input/output utility is required to start using data rather than having to re-code and maintain code for ingestion of different satellite data. Currently satellite data is available from the following: AVHRR, AATSR, TMI, AMSRE, SEVIRI, NAR, and MODIS.

Unfortunately at the moment the only data in a gridded format, which is the format
immediately usable for our purposes, is from the SEVIRI, AMSRE, and TMI. These instruments and what they measure are described in more detail below. To use the other data sets would require the implementation of a search algorithm to find the data at the locations required, but considerable additional computer time would be needed.

The L2P GHRSSST-PP data products come with Single Sensor Error Statistics (SSES). The satellite observations used for this thesis have the GHRSSST estimated bias removed. Each GHRSSST observation is provided with a proximity confidence value. Only data with values considered ‘acceptable’ and ‘excellent’ (values 4 and 5 respectively) for the infrared observations and ‘acceptable’ and ‘diurnal’ (values 12 and 13 respectively) for the microwave observations are accepted for inclusion in this work. This choice selects observations far from any corrupting influences, such as cloud for infrared and rain for microwave, but keeps observations that are potentially affected by a diurnal signal.

GHRSSST-PP L4 products are designed to provide the best available estimate of the SST from a combined analysis of all available SST data. In-situ data form an important component of the L4 process as these data are used to correct for biases between the satellite data sets. L4 products capitalise on the synergy benefits of using in-situ, microwave satellite SST, and infra-red satellite SST. The GHRSSST L4 products include the UKMO OSTIA product described in Section 5.3.5.

For more information on the data processing specifications adopted for the GHRSSST products see [33]. The three SST data products used in this chapter and the next are now introduced.

6.3.1 SEVIRI

Radiometric measurements from the Spinning Enhanced Visible and Infrared Imager (SEVIRI) on-board Meteosat Second Generation (MSG) satellites (from Meteosat-8, launched August 2002, onwards) are used to derive SST observations. Imaging is achieved with a bi-dimensional Earth scan from a geostationary orbit. New images for each infrared channel are available every 15 minutes. The GHRSSST product picks the ‘best’ measurement in a 3 hour period. As an infrared measurement the images are
contaminated by cloud cover so that good quality observations are only available in clear sky conditions.

6.3.2 TMI

The Tropical Rainfall Monitoring Mission (TRMM) is a joint NASA and JAXA mission launched in November 1997 and designed to monitor and study tropical rainfall. The TRMM has a near equatorial low inclination orbit and moves from west to east providing data at varying local times between 40°S and 40°N. On board TRMM is the TRMM Microwave Imager (TMI), which is a conical scan microwave radiometer with channels at separate frequencies: 10.7, 19.4, 21.3, 37, and 85.5 GHz and a spatial resolution of about 50 km. A combination of channels are used to retrieve SST through clouds, which are nearly transparent at 10.7 GHz. The measurement of SST through clouds by satellite microwave radiometers was an elusive goal for many years. The early radiometers in the 1980’s were poorly calibrated, and the later radiometers lacked the low frequency channels needed by the retrieval algorithm. The ability of TMI to measure through clouds is a distinct advantage over the traditional infrared SST observations that require a cloud-free field of view. Ocean areas with persistent cloud coverage are now viewed on a daily basis. Furthermore, microwave retrievals are not affected by aerosols and are insensitive to atmospheric water vapour. However, the microwave retrievals are sensitive to sea surface roughness, while the infrared retrievals are not. A primary function of the TRMM SST retrieval algorithm is the removal of surface roughness effects. Microwave and infrared SST retrievals are very complementary and can be combined to obtain reliable global data sets. Error statistics, compiled from data available at [140], are given in Table 6.1. Here the satellite observations are compared with various types of in-situ observations as well as the Reynolds SST (see Section 5.3.5).
6.3.3 AMSRE

The Advanced Microwave Scanning Radiometer for Earth Observing Systems (AMSR-E) was launched in May 2002, aboard NASA’s Aqua spacecraft which has a sun-synchronous orbit. JAXA provided AMSRE to NASA as an indispensable part of Aqua’s global hydrology mission. Over the oceans, AMSRE is measuring a number of important geophysical parameters, including SST, wind speed, atmospheric water vapour, cloud water, and rain rate. A key feature of AMSRE, as with TMI is its capability to see through clouds, thereby providing an uninterrupted view of global SST and surface wind fields. It measures the temperature of the top layer of water approximately 1 mm thick, \( \theta_{\text{subskin}} \). Missing data can be due to sun glint, rain, sea ice, and high wind speed (\( > 20 \text{ms}^{-1} \)). Error statistics are given in Table 6.1.

<table>
<thead>
<tr>
<th>Match-ups</th>
<th>Bias (°C)</th>
<th>Standard Deviation (°C)</th>
<th>Dates</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMI – Reynolds</td>
<td>0.05</td>
<td>0.80</td>
<td>01/01/98 to 18/09/06</td>
</tr>
<tr>
<td>TMI – ship engine intake</td>
<td>-0.03</td>
<td>0.77</td>
<td>02/09/98 to 04/11/06</td>
</tr>
<tr>
<td>TMI – moored buoy</td>
<td>-0.08</td>
<td>0.57</td>
<td>02/09/98 to 04/11/06</td>
</tr>
<tr>
<td>TMI – drifting buoy</td>
<td>0.04</td>
<td>0.61</td>
<td>02/09/98 to 04/11/06</td>
</tr>
<tr>
<td>TMI – ship bucket</td>
<td>0.11</td>
<td>0.62</td>
<td>02/09/98 to 04/11/06</td>
</tr>
<tr>
<td>TMI – ship hull</td>
<td>-0.06</td>
<td>0.66</td>
<td>02/09/98 to 04/11/06</td>
</tr>
<tr>
<td>AMSRE – Reynolds</td>
<td>-0.05</td>
<td>0.76</td>
<td>30/05/02 to 04/11/06</td>
</tr>
<tr>
<td>AMSRE – ship engine intake</td>
<td>-0.01</td>
<td>0.75</td>
<td>30/05/02 to 04/11/06</td>
</tr>
<tr>
<td>AMSRE – moored buoy</td>
<td>-0.02</td>
<td>0.50</td>
<td>30/05/02 to 04/11/06</td>
</tr>
<tr>
<td>AMSRE – drifting buoy</td>
<td>-0.02</td>
<td>0.54</td>
<td>30/05/02 to 04/11/06</td>
</tr>
<tr>
<td>AMSRE – ship bucket</td>
<td>0.01</td>
<td>0.65</td>
<td>30/05/02 to 04/11/06</td>
</tr>
<tr>
<td>AMSRE – ship hull</td>
<td>-0.04</td>
<td>0.69</td>
<td>30/05/02 to 04/11/06</td>
</tr>
</tbody>
</table>

Table 6.1: Mean validation statistics calculated from near real time daily collocated data sets at [140].
6.4 Experimental Set-Up

The availability of global operational forecast and analysis data to force and initialise the model allows the freedom to run GOTM at any and many locations. An example for July 2005 in the North Atlantic is shown in Figure 6.1. Here GOTM is initialised daily at 00:00 GMT with 1° global FOAM temperature profiles and is forced by using ECMWF 6 hourly integrated prescribed fluxes.

![Figure 6.1](image)

**Figure 6.1:** A comparison of SSTs, at different depths, from FOAM and GOTM in the North Atlantic at (30°N, 310°E) for July 2005.

As in Section 4.7 care was again taken to convert the solar flux to a finer time resolution to allow better representation of the diurnal cycle. In this case the ECMWF SWR is given as a 6 hourly integrated value, as opposed to a mean value as was the case in Section 4.7. The approach presented here is an improvement on similar techniques adopted by Horrocks et al [52] and Hallsworth [50]. The clear sky insolation, $I_1$, is calculated a priori, as described in Section 3.2 using equations (3.1)-(3.4), at each 30 second time step. Then to calculate the net surface SWR at each time over the day the
Reed parameterisation (Equation (3.5)) is used. Integrating this over a 6 hour window gives
\[ \int_{T}^{T+6} I_0 dt = \int_{T}^{T+6} I_1 (1 - 0.62n + 0.0019\beta) (1 - \alpha) dt, \] (6.1)
where \( T \) are the 6 hourly forecast times. The left hand side of equation (6.1) is set equal to the ECMWF value, and Equation (6.1) can be rearranged to find an effective mean cloud value over this window,
\[ n = \frac{(1 + 0.0019\beta) \int_{T}^{T+6} I_1 (1 - \alpha) dt - \int_{T}^{T+6} I_0 dt}{0.62 \int_{T}^{T+6} I_1 (1 - \alpha) dt}. \] (6.2)
If it is night time, so that \( \int_{T}^{T+6} I_1 (1 - \alpha) dt = 0 \), then persistence \( n_k = n_{k-1} \) is assumed. A check is also made to enforce the physical cloud limits \( 0 \leq n \leq 1 \). The net surface SWR, \( I_0 \), used in the model run is calculated using the Reed formula (3.5) with the 6 hourly cloud values derived from the 6 hourly integrated ECMWF net surface SWR as described above. The other integrated fluxes (net surface LWR, sensible heat, latent heat, and surface wind stress components) are converted to a mean over the 6 hour period and this constant value is then used in the model simulation.

In Figure 6.1 the FOAM 5 m temperatures have been linearly interpolated to clearly demonstrate how the diurnal cycle as modelled in GOTM sits on top of this base temperature that is used for initialisation each day. A diurnal cycle is seen not only in the top grid level of GOTM (0.015 m), but also a much reduced warming signal is evident at the 5 m depth.

Direct observations of individual diurnal warming signals are highly improbable as observations are not likely to coincide with the maximum and minimum daily SSTs. Therefore modelled diurnal amplitudes can only be indirectly validated by comparing modelled SSTs to individual observations at observation times throughout the day. For this reason it is essential that the model starts from an accurate initial condition, otherwise the model-observation differences will be characteristic of the initial offset rather than differences in how the modelled and observed SSTs have evolved over the day. To improve the initial condition we use the OSTIA product described in Section 5.3.5. This product represents an average of all GHRSSST-PP SST derived satellite observations over a 24 hour period, excluding daytime observations recorded
in low wind speed conditions. Thus OSTIA can be seen to represent the night time temperature and is used here to initialise the model at 00:00 GMT. Work presented in this thesis is based in the Atlantic Ocean and therefore local time differences are slight; if, however, model runs were to be performed in the Pacific Ocean, for example, then an adjustment would be needed to initialise GOTM at local night time. The OSTIA value is used each day to correct the mixed layer temperatures of FOAM. The procedure is the same as that developed in Section 5.4.2. This correction was found to cause instability problems on a few occasions when OSTIA and the 5 metre FOAM temperature are very different. Under these circumstances it is uncertain how to correct temperatures below the mixed layer and so no model simulation is performed at these locations.

This type of model simulation can be run at several locations and spatial diagnostics of the output produced. A 1° latitude and longitude grid of GOTMs was run over a section of the South Atlantic Ocean for a week in northern hemisphere winter (1st–7th January 2006). The selected region is off the east coast of South America encompassing −45°N to −25°N in latitude and 300°E to 330°E in longitude. Preliminary model simulations found this area to have large diurnal warming variability and was thus selected for further study. Sensitivity studies are carried out and the results are presented in the next section. Further results are presented for the whole of the Atlantic Ocean with an improved model set-up and these are discussed in Section 6.6.

6.5 Sensitivity of Model to Mixing and Forcing Options

6.5.1 Turbulent Mixing Options

In these locations the sensitivity of the model to the various additional turbulent mixing options was tested. In these experiments various combinations of options are examined in order to find the optimal combination for modelling the diurnal warming of SSTs. In using a fine near surface grid (see Section 2.4) the model can become very
sensitive to the amount of mixing being generated in the top grid boxes and this is particularly true in low wind speed conditions. Under low wind speed conditions the surface stress is very slight and little TKE is generated, the model has a tendency to under produce TKE in such circumstances, but these values are of extreme importance when modelling the diurnal cycle. To prevent the extinguishing of TKE an internal wave parameterisation (see Section 2.3.4) can be included to represent internal wave activity which always leaves a background residue of TKE. To enhance mixing at the surface a wave breaking parameterisation (see Section 2.3.3) can be included. Under low wind stress conditions the type of surface boundary conditions (prescribed Dirichlet conditions or a flux boundary Neumann type condition) for TKE and dissipation can also make a difference.

The starting point was to consider modelled diurnal warming estimates of over 4 °C as unlikely. The various combinations of options were tested over the selected region and chosen time period and a count was taken of the number of occurrences when the modelled diurnal warming exceeded 4 °C and a record kept of the maximum value. If the model is consistently under producing TKE at the near surface then it is expected that the number of extreme warming events will increase in number and magnitude. The modelled SST, \( \theta_{0.015m} \), is validated against SEVIRI observations. All the results are summarised in Table 6.2. The values in parentheses indicate model results produced only from locations successfully modelled in all cases (on occasions the conditions are such that some combinations of options result in such extreme near surface warming that the model becomes unstable and crashes). This still encompasses a large number of observational comparisons (2285 SEVIRI observations used).

From the results in Table 6.2 it is clear that the internal wave parameterisation is essential; without this the TKE can vanish when wind speeds approach zero and on these occasions produce totally infeasible SST warming estimates. When using the internal wave parameterisation it appears that the Neumann boundary conditions produce slightly better results than the Dirichlet surface boundary conditions. Looking at the remaining results it seems that the use of the wave breaking parameterisation slightly inhibits the likelihood of extreme diurnal warming estimates under Neumann
boundary conditions, but when using Dirichlet boundary conditions the wave breaking parameterisation appears to slightly heighten the occurrence of extreme warming events. In the conditions of most interest here (low wind regimes where diurnal warming of SSTs occur), wave breaking is not expected and therefore it was decided against the use of the wave breaking parameterisation. Subsequently the options chosen for model results shown in this thesis use Neumann type flux surface boundary condition for the TKE and dissipation equations and include the use of an internal wave parameterisation but not a wave breaking parameterisation.

It should be noted here that these results were obtained by initialising to FOAM sea temperatures and salinities and by making daily corrections to the mixed layer temperatures based on OSTIA data. These model simulations were forced with prescribed fluxes of LWR, latent and sensible heat, and surface momentum as opposed to dynamically calculating fluxes by using 2 metre air temperatures, dew point temperatures, and 10 metre wind speeds together with the modelled SST. This issue is discussed further in the next section.

---

Table 6.2: The effects of surface boundary conditions (BC), internal wave (IW), and wave breaking (WB) parameterisations on RMS differences with modelled SST at $\theta_{0.015m}$ and SEVIRI observations, the magnitude of the maximum diurnal warming (DW) event, and the number of extreme DW events ($\Delta \theta_{0.015m} > 4^\circ C$). Values in parentheses are produced from model simulations at identical locations.

<table>
<thead>
<tr>
<th>Mixing Options</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMS Errors (°C)</td>
</tr>
<tr>
<td>BC</td>
<td>IW</td>
</tr>
<tr>
<td>Dirichlet no</td>
<td>no</td>
</tr>
<tr>
<td>Neumann no</td>
<td>no</td>
</tr>
<tr>
<td>Dirichlet yes</td>
<td>no</td>
</tr>
<tr>
<td>Neumann yes</td>
<td>no</td>
</tr>
<tr>
<td>Dirichlet yes</td>
<td>yes</td>
</tr>
<tr>
<td>Neumann yes</td>
<td>yes</td>
</tr>
</tbody>
</table>
6.5.2 Prescribed vs Dynamic Air-Sea Fluxes

The ECMWF predicts 6 hourly integrated forecasts of LWR, latent and sensible heat flux, and surface momentum flux. A mean fixed 6 hourly value is then derived and used to force the mixed layer model. This is described as using prescribed fluxes. Another approach is to use the 6 hourly forecast surface meteorology (air and dew point temperature, air pressure, and $u$ and $v$ wind speeds) together with the SST from GOTM and using the Fairall air-sea flux algorithm calculate the air-sea fluxes of latent and sensible heat and surface momentum (see Section 3.5.8). The LWR is calculated using the Clark formula (see Section 3.4). This method allows feedback between the modelled SST and the fluxes and is referred to as dynamically calculating the fluxes. Choosing the best combination of Neumann surface boundary conditions for the TKE and length scale equations, internal wave mixing parameterisation, but not wave breaking and applying dynamically calculated fluxes instead of using prescribed fluxes gives the following results. The RMS error has increased by 0.01°C to 0.55°C (0.55°C), but the maximum diurnal warming event is much less at 4.26°C and the number of diurnal warming events greater than 4°C is now only one.

An example, shown in Figures 6.2 and 6.3, demonstrates the differences between forcing the model with prescribed and dynamic fluxes. For the case of forcing the model with prescribed fluxes the diurnal warming estimates on these two days are 4.35°C and 4.97°C; unrealistically large. However, when the model is forced by calculating the air-sea fluxes dynamically the diurnal warming estimates reduce to more respectable values of 1.46°C and 2.33°C respectively. The mean flux values over this period for the prescribed and dynamic cases are given in Table 6.3. The magnitude of the dynamic fluxes are larger thus leading to the lower SST values seen in Figure 6.2. In Figure 6.3 the SST feedback on the dynamic fluxes can clearly be picked out. As SSTs rise during the early afternoon an increase in the magnitude of each of the three heat flux components is distinctly seen in the dynamically calculated case. This is true on both days, but is particularly pronounced on day 2. This increase in the loss of heat from the ocean reduces the build up of heat at the surface and thus limits the diurnal warming of SSTs.
Figure 6.2: SST at (−30°N, 306°E) for the 1st–2nd January 2006 forced with prescribed (black) and dynamic (red) fluxes.

<table>
<thead>
<tr>
<th>Fluxes</th>
<th>$Q_E$</th>
<th>$Q_H$</th>
<th>$Q_B$</th>
<th>$Q_E + Q_H + Q_B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prescribed</td>
<td>−25.44</td>
<td>−2.18</td>
<td>−61.77</td>
<td>−84.42</td>
</tr>
<tr>
<td>Dynamic</td>
<td>−25.46</td>
<td>−4.75</td>
<td>−71.26</td>
<td>−101.45</td>
</tr>
</tbody>
</table>

Table 6.3: Mean flux values (prescribed and dynamic) for the 1st–2nd January 2006 at (−37°N, 306°E). $Q_E$ is the latent heat flux, $Q_H$ the sensible heat flux, and $Q_B$ the long-wave radiation, values are in Wm$^{-2}$.

6.5.3 Choice of Radiant Heating Parameterisation

In Section 4.4.2 it was shown that the 9-band ocean radiant heat parameterisation of Paulson and Simpson [101] performed better than their earlier 2-band parameterisation [100]. However, as discussed in Section 3.3, resolving the penetration of solar radiation into a larger number of wave-bands is not the only way to improve the amount of solar absorption at the near surface. Although the 9-band parameterisation covered the full
Figure 6.3: From top: latent heat flux, sensible heat flux, and long-wave radiation at \((-37^\circ N, 306^\circ E)\) for the 1\textsuperscript{st}–2\textsuperscript{nd} January 2006 comparing 6 hourly prescribed values (black) with dynamically calculated values (red).
spectral range, the coefficients and exponents in Equation (3.8) are invariant and determined from laboratory experiments using pure water conducted in the early 1900s (see [28]). The ocean, however, is not pure water and contains salt and suspended matter. The coefficients and exponents in the 2-band parameterisation can be modified according to Jerlov water type classification [57], an obsolete index of ocean turbidity. It has been shown that variations in solar transmission are explained almost entirely by upper ocean chlorophyll concentration in the euphotic zone, cloud amount, and solar zenith angle [96]. These factors are the basis of the Ohlmann and Siegel parameterisation [95] which is the only parameterisation to claim to resolve solar transmission variations within the top few metres of the ocean. Global remotely sensed chlorophyll maps replace the crude use of Jerlov water types. It was therefore decided to implement this state-of-the-art parameterisation into GOTM. It should, however, be mentioned that variations in chlorophyll concentration are of little importance for radiant heating within the upper metre because a significant amount of the total energy exists beyond the chlorophyll sensitive wave-bands, as stated in [96].

The 9-band parameterisation is compared to the ocean colour parameterisation of Ohlmann et al. The chlorophyll concentration values used in this thesis are obtained from monthly mean SeaWiFS 9 km chlorophyll-a climatologies which are available at [150]. This data set has only been available since September 1997 and hence was not able to be utilised in the studies at the mooring sites. The RMS errors between SEVIRI observations and the modelled SST, $\theta_{0.015m}$, using the 9-band parameterisation were 0.57°C; this is 0.02°C greater than when the Ohlmann et al parameterisation was used. The maximum modelled diurnal warming amplitude was 4.83°C when using the 9-band parameterisation; this compares with 4.26°C. The number of extreme warming events (> 4°C) was also increased from 1 to 5 when using the 9-band radiation scheme. This suggests that the 9-band radiation parameterisation over estimates the amount of solar absorption at the very near surface. Therefore the ocean radiant heating parameterisation by Ohlmann et al was used for all model simulations in this thesis, excluding at the mooring sites as mentioned earlier.
6.6 Results and Discussion

Having found improvements by using an IW mixing parameterisation, calculating the air-sea fluxes dynamically, and implementing a better ocean radiant heating parameterisation the improved experimental set-up was implemented over the Atlantic Ocean (50°N to 50°N and 270°E to 359°E). Modelled diurnal variability (Δθ_{0.015m}) maps were produced for the first week of January 2006 and are shown in Figures 6.4 to 6.10.

Also shown in Figures 6.4 – 6.10 for comparison are graphs of the daily modelled mean SST (θ_{0.015m}), the daily modelled mean wind stress (|\tau|), and the daily modelled peak SWR (I_0). There are not too many noticeable changes to the mean SST; however, day to day changes in the diurnal warming can clearly be seen. This particular week is during southern hemisphere summer and several places south of the equator reach a peak SWR of 1000 Wm^{-2}. In the peak SWR graphs (bottom right map in Figures 6.4 – 6.10) it can also be seen, particularly in the southern hemisphere, that areas of high peak SWR, up to 1000 Wm^{-2}, are interspersed with areas of low peak SWR, around 500 Wm^{-2}, this reveals areas affected by cloud cover. The majority of the Atlantic at this time experiences low diurnal warming, between 0 and 1 °C. Some areas, predominately in the southern hemisphere, do experience diurnal warming of above 1 °C. There are also small areas located mainly in the latitude band 40°N to 20°N where the diurnal signal becomes large, 2 – 4 °C. Areas of low and extremely low, < 0.01 Nm^{-2}, wind stress appear to be fairly good indicators of regions of diurnal warming. Strong diurnal warming only occurs when very low wind stresses coincide with very strong SWR.

Stuart-Menteth et al [136] have produced monthly averaged and inter-annual diurnal warming maps derived solely from AVHRR day/night match-up observations. Their study revealed the extent of diurnal warming at mid-latitudes and the tropics and suggested the need for the diurnal cycle to be included in numerical models. A comparison of the diurnal warming graphs (top right map in Figures 6.4 – 6.10) to mean diurnal warming for January 1989 as in Figure 1 of [136] or the graphs in Figure 4 of [136] showing the number of occurrences of warming above 0.5 °C in January.
Figure 6.4: A map of the Atlantic Ocean showing daily mean SST ($\overline{{\theta}_{0.015m}}$), diurnal warming ($\Delta{\theta}_{0.015m}$), daily mean wind stress ($\overrightarrow{|\tau|}$), and daily peak SWR ($T_o$) for the 1st January 2006.
Figure 6.5: A map of the Atlantic Ocean showing daily mean SST ($\bar{\theta}_{0.015m}$), diurnal warming ($\Delta\theta_{0.015m}$), daily mean wind stress ($|\tau|$), and daily peak SWR ($T_0$) for the 2nd January 2006.
Figure 6.6: A map of the Atlantic Ocean showing daily mean SST ($\bar{\theta}_{0.015m}$), diurnal warming ($\Delta\theta_{0.015m}$), daily mean wind stress ($|\tau|$), and daily peak SWR ($I_0$) for the 3rd January 2006.
Figure 6.7: A map of the Atlantic Ocean showing daily mean SST ($\bar{\theta}_{0.015m}$), diurnal warming ($\Delta \theta_{0.015m}$), daily mean wind stress ($|\tau|$), and daily peak SWR ($T_0$) for the 4th January 2006.
Figure 6.8: A map of the Atlantic Ocean showing daily mean SST ($\bar{\theta}_{0.015m}$), diurnal warming ($\Delta \theta_{0.015m}$), daily mean wind stress ($|\bar{\tau}|$), and daily peak SWR ($\frac{\bar{I}}{0}$) for the 5th January 2006.
Figure 6.9: A map of the Atlantic Ocean showing daily mean SST ($\bar{\theta}_{0.015m}$), diurnal warming ($\Delta\theta_{0.015m}$), daily mean wind stress ($|\tau|$), and daily peak SWR ($T_0$) for the 6th January 2006.
Figure 6.10: A map of the Atlantic Ocean showing daily mean SST ($\bar{\theta}_{0.015m}$), diurnal warming ($\Delta \theta_{0.015m}$), daily mean wind stress ($|\mathbf{\tau}|$), and daily peak SWR ($\mathcal{T}_{0}$) for the 7th January 2006.
over 6 particular years does show some similarities - particularly the susceptibility of
the latitude band $-40^\circ$N to $-20^\circ$N to strong diurnal warming. As far as is known
plots such as Figures 6.4 – 6.10 are a first attempt to produce such maps based on
model output and are of added value in several respects. Firstly they can be produced
globally complete on a daily basis, as they do not rely on particular overpass paths
and times or the availability of day/night overlaps in the observations. Secondly many
climate and ocean modellers are reluctant to include a diurnal cycle in their models
because of the increased cost of extra vertical resolution; therefore the satellite commu-
nity are required to provide observations for assimilation that are not ‘corrupted’ by a
diurnal signal. These maps can be used to highlight areas where observations are likely
to have a diurnal warming signal and flag observations in the vicinity; or better still
use the model output to remove the diurnal bias at any location. Thirdly this simple
model approach could potentially be useful for improving accuracy in observational
foundation SST products by again removing the diurnal signal and reducing bias. It
follows from the previous two points that what is actually required is not necessarily
a diurnal warming value but the skin to bulk measure at an observation time. For
example, a satellite measures the temperature at the skin or sub-skin depth and a
quantification of the near surface variability is needed to convert this measurement
to the foundation depth for inclusion in a bulk SST product, or at the 5 m depth for
assimilation into an ocean model. The new approach presented here can provide these
much needed estimates.

To assess the accuracy of the modelled diurnal warming estimates GHRSSST L2P
observations from SEVIRI, AMSRE, and TMI are compared to hourly model output.
The results presented in Table 6.4 show that overall the model–observation differences
have zero mean and a root mean square of 0.58 °C. A negative bias, warmer observa-
tions than model, are seen for the SEVIRI observations and positive biases for AMSRE
and TMI observations. This could represent an inherent warm bias in SEVIRI SST
when compared to AMSRE and TMI measured SST. The SEVIRI observations are
compared to the parameterised cool skin temperature of the model. A persistently
over estimated cool skin effect could be contributing to the larger SEVIRI offset. The
The table also shows that although the mean SEVIRI errors are larger than the other observation types the RMS errors are smaller, as are the standard deviations. Thus indicating a much smaller random component to the SEVIRI observation errors. The overall model–observation differences are shown to be the same for daytime and night time match-ups and the RMS and STD are similar, varying by only 0.02°C. Daytime here is defined as occurring between the hours 10–16 (local time) and night time hours between 22–04 (local time).

<table>
<thead>
<tr>
<th>Match-up</th>
<th>Number</th>
<th>Mean</th>
<th>RMS</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOTM-SEVIRI</td>
<td>28075</td>
<td>-0.24</td>
<td>0.43</td>
<td>0.26</td>
</tr>
<tr>
<td>Day: GOTM-SEVIRI</td>
<td>7610</td>
<td>-0.26</td>
<td>0.42</td>
<td>0.21</td>
</tr>
<tr>
<td>Night: GOTM-SEVIRI</td>
<td>6264</td>
<td>-0.24</td>
<td>0.44</td>
<td>0.26</td>
</tr>
<tr>
<td>GOTM-AMSRE</td>
<td>26884</td>
<td>0.13</td>
<td>0.62</td>
<td>0.59</td>
</tr>
<tr>
<td>Day: GOTM-AMSRE</td>
<td>6009</td>
<td>0.14</td>
<td>0.55</td>
<td>0.51</td>
</tr>
<tr>
<td>Night: GOTM-AMSRE</td>
<td>5660</td>
<td>0.19</td>
<td>0.61</td>
<td>0.55</td>
</tr>
<tr>
<td>GOTM-TMI</td>
<td>22269</td>
<td>0.16</td>
<td>0.68</td>
<td>0.64</td>
</tr>
<tr>
<td>Day: GOTM-TMI</td>
<td>6103</td>
<td>0.15</td>
<td>0.67</td>
<td>0.64</td>
</tr>
<tr>
<td>Night: GOTM-TMI</td>
<td>4647</td>
<td>0.07</td>
<td>0.67</td>
<td>0.66</td>
</tr>
<tr>
<td>GOTM-ALL</td>
<td>77228</td>
<td>0.00</td>
<td>0.58</td>
<td>0.58</td>
</tr>
<tr>
<td>Day: GOTM-ALL</td>
<td>19722</td>
<td>-0.01</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>Night: GOTM-ALL</td>
<td>16571</td>
<td>-0.01</td>
<td>0.57</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Table 6.4: Comparing model output ($\theta_{\text{skin}}$ for SEVIRI and $\theta_{0.015m}$ for AMSRE and TMI) to GHRSST L2P satellite data. Results show number of match-ups, mean, root mean square difference, and standard deviation; values in °C.

The satellite observations are also compared to the OSTIA product in Table 6.5. The differences in Table 6.5 are generally slightly smaller than Table 6.4. This is perhaps not surprising since OSTIA is a mean of the GHRSST satellite observations anyway. The satellite observations all have a negative bias (except daytime AMSRE and daytime TMI), showing that the satellite observations are slightly warmer than
OSTIA on average. This should be expected as OSTIA represents a night time or foundation temperature, whereas the match-ups here compare all observations, including those that contain a diurnal signal. It is odd, however, that the daytime AMSRE and TMI observations show a positive bias (OSTIA warmer than observations). It would be expected that the daytime observations on average would be warmer than the OSTIA, which represents the night time temperature. There is also particularly large errors associated with the night time TMI observations which should be a concern. The SEVIRI observations again show a larger bias than the other observations suggesting an inherent warm bias in SEVIRI SST.

<table>
<thead>
<tr>
<th>Match-up</th>
<th>Number</th>
<th>Mean</th>
<th>RMS</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSTIA-SEVIRI</td>
<td>28447</td>
<td>−0.14</td>
<td>0.36</td>
<td>0.31</td>
</tr>
<tr>
<td>Day: OSTIA-SEVIRI</td>
<td>7693</td>
<td>−0.14</td>
<td>0.33</td>
<td>0.27</td>
</tr>
<tr>
<td>Night: OSTIA-SEVIRI</td>
<td>6376</td>
<td>−0.12</td>
<td>0.36</td>
<td>0.32</td>
</tr>
<tr>
<td>OSTIA-AMSRE</td>
<td>27364</td>
<td>−0.03</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>Day: OSTIA-AMSRE</td>
<td>6068</td>
<td>0.06</td>
<td>0.49</td>
<td>0.48</td>
</tr>
<tr>
<td>Night: OSTIA-AMSRE</td>
<td>5803</td>
<td>−0.03</td>
<td>0.60</td>
<td>0.60</td>
</tr>
<tr>
<td>OSTIA-TMI</td>
<td>23750</td>
<td>−0.01</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>Day: OSTIA-TMI</td>
<td>6137</td>
<td>0.05</td>
<td>0.61</td>
<td>0.60</td>
</tr>
<tr>
<td>Night: OSTIA-TMI</td>
<td>5382</td>
<td>−0.20</td>
<td>0.78</td>
<td>0.72</td>
</tr>
<tr>
<td>OSTIA-ALL</td>
<td>79561</td>
<td>−0.06</td>
<td>0.53</td>
<td>0.52</td>
</tr>
<tr>
<td>Day: OSTIA-ALL</td>
<td>19898</td>
<td>−0.02</td>
<td>0.48</td>
<td>0.48</td>
</tr>
<tr>
<td>Night: OSTIA-ALL</td>
<td>17561</td>
<td>−0.11</td>
<td>0.59</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Table 6.5: *Comparing OSTIA, used as the initial condition for the Atlantic model runs, to GHRSST L2P satellite data. Results show number of match-ups, mean, root mean square difference, and standard deviation; values in °C.*
6.7 Summary

In this chapter it has been shown how global operational forecasting data sets can be used to initialise and force a 1-D mixed layer ocean model to produce diurnal variability estimates. These models can then be run at many locations in a particular area and spatial maps of the diurnal variability can be produced. It is shown how model performance can be improved by first resolving the SWR at a resolution much finer than 6 hours. In this chapter it was also shown how important the choice of additional mixing options can be. It was found that the most stable choice was using internal wave mixing, but not wave breaking and to use Neumann type surface boundary conditions for the TKE and length scale equations. Calculating the air-sea fluxes using the forecast surface meteorology and modelled SSTs was also found to produce improvements on using the 6 hourly fixed ECMWF surface fluxes. This is because the feedback between the modelled SST and the air-sea fluxes prevents extreme diurnal warming and keeps a balance. Finally the 9-band ocean radiant heating parameterisation was upgraded to the state-of-the-art parameterisation that uses remotely sensed chlorophyll data to better represent the absorption of solar radiation in the upper ocean. This type of ‘optimal’ set-up was shown to produce fairly accurate results when compared to SEVIRI satellite derived SST observations. The method was then applied over the Atlantic Ocean to produce daily modelled diurnal variability SST maps. These types of maps are potentially very useful in highlighting areas susceptible to diurnal warming and then producing information for flagging daytime satellite observations, or better still removing the warming signal in those areas. The modelled SST estimates were shown to have zero mean and 0.58 °C RMS errors when compared to SEVIRI, AMSRE, and TMI observations. Detailed knowledge of the extent of diurnal warming in the world’s oceans is still limited and this system could be employed at various locations and in different seasons to improve our understanding of the conditions required for diurnal variability and to build a climatology of its global distribution. This system could be used in real time to forecast likely diurnal warming signals and thus could be used as part of a data assimilation system that assimilates SST observations in real
In the next chapter a method is developed by which the modelled diurnal warming estimates are improved by the assimilation of satellite observations of SST. In combining model output with observations over the diurnal cycle uncertainties in the original modelled output are reduced.
Chapter 7

Assimilating Satellite SST Observations into the Diurnal Cycle

7.1 Introduction

The work in Chapter 6 demonstrated how operational forecast data can be used to force a collection of mixed layer models in order to estimate diurnal variability. The output from these model simulations can be used to evaluate diurnal warming patterns in time and over a wide area, as seen in Figures 6.4 – 6.10. In the introduction to Chapter 5 it was described how data assimilation is used to merge dynamical model output with observations to improve state estimation. In this chapter work is presented that shows how the modelled diurnal warming estimates, as produced in Chapter 6, can be improved by incorporating satellite derived observations of the SST over the day. A technique to assimilate individual SST observations into the mixed layer was described in Section 5.4.2. This adjustment to mixed layer temperatures at night time was shown to improve SST estimates at the buoy sites, and was used in Chapter 6 to initialise the model by adjusting the mixed layer FOAM temperatures according to OSTIA observations. However, as was discussed in Chapter 5 this assimilation method was not able to improve diurnal warming estimates. It was outlined how observations would be needed throughout the day in order to improve the modelled diurnal signal. Forcing in the model could then be made better, for example by the choice of fractional
cloud cover. In this chapter GHRSSST L2P satellite derived SST observations occurring throughout the day are used to improve model estimates of the diurnal signal. A new and novel assimilation scheme is developed that exploits diurnal information in the observations to better quantify the diurnal cycle of SSTs. This is achieved by making corrections (within uncertainty limits) to the forcing data.

This chapter proceeds as follows: Firstly, an outline of the current research problem of preparing SST observations for assimilation by accounting for diurnal variability in the satellite measurements is presented. Following this the SST data assimilation method that has been developed for this problem is outlined and details of the steps involved are given. This algorithm is then employed at locations in the Atlantic Ocean. Variations and improvements to the algorithm are discussed. The results obtained from using this scheme are presented and conclusions drawn.

### 7.2 Preparing Satellite SSTs Observations for Assimilation

Satellites measure SST either in the infrared (IR) or the microwave (MW) part of the electromagnetic spectrum. IR instruments derive a skin temperature and MW instruments the sub-skin temperature. In Chapter 1 it was described how these near surface observations can be susceptible to diurnal warming signals. Therefore the timing of the observations and the conditions in which the measurements are taken is very important. However, current ocean models are not able to resolve the near surface thermal micro-structure or adequately represent features of diurnal variability and therefore the assimilation of daytime SST observations presents difficulties.

In the assimilation process the innovation vector $Hx - y$ uses an observation operator $H$ to transform model variables $x$ onto an observed quantity $y$, so that a like-for-like comparison can be made. The sea temperature at the minimum modelled depth, typically 5 m or deeper in an ocean model, needs to be transformed in space and time to give a temperature at the near surface, as measured by the satellite. What is therefore needed for the satellite SST assimilation problem is an operator that can effectively
provide the diurnal warming estimate at the observation time. This observation operator can not be invariant as the transformation will depend on the particular local conditions at a given time. Developing such an operator is not an easy task; several attempts at parameterising the likely warming (e.g. [151], [68], [42], and [137]) have experienced difficulties in representing the full range of outcomes in this highly complex and non-linear system. A prognostic skin SST scheme has been tried with the ECMWF atmospheric model [158]; however, its effect on weather forecasting and four-dimensional data assimilation have yet to be fully examined. In Chapters 4 and 6 of this thesis results are presented which show some degree of success in modelling the diurnal variability. The use of GOTM in this way can be viewed as providing a dynamic observation operator \(H\), because by modelling the diurnal cycle and providing good near surface resolution we are able to quantify the transform from foundation temperature to skin or sub-skin temperature. However the modelled diurnal variability is not without error. This error could be reduced by assimilating the observations into the diurnal cycle at the correct time and near surface depth. How this should best be done is an interesting problem in itself.

The extent of diurnal warming is predominately dependent on two key factors: sea surface wind speeds and the strength of the insolation, whose variance at a given location and time is largely determined by the cloud cover. As explained in Section 1.5 strong insolation during daytime, under clear skies, causes a warm stable stratified layer to appear, but this near surface warming can easily be broken down in the presence of wind driven mixing. The uncertainties in these forcing variables (cloud cover and wind speed) thus contribute to the uncertainty in the modelled diurnal warming estimates. Unfortunately in NWP there is not a single, simple law which governs the formation of cloud and thus it is very difficult to parameterise and is a major source of uncertainty in model predictions. For example, Groisman et al [49] explicitly highlights cloud cover ‘as one of the major trouble spots’ of cloud parameterisation. Assumptions with respect to distributions of cloud cover throughout the atmosphere can significantly affect the energy budget [56]. Wind speeds are also very difficult to assess in weather forecasting, particularly at low \((< 3 \text{ ms}^{-1})\) and high \((> 20 \text{ ms}^{-1})\) values where obser-
vational comparisons are difficult and errors vary for different regions and time scales [17]. In diurnal cycle modelling the high values are not of concern as no diurnal signal forms at high wind speeds; however, the diurnal warming is very sensitive to slight changes in wind speeds at the low values. The wind speed, \( w \), is important because wind stress increases roughly as \( w^{2.7} \) and mixed layer deepening with \( w^4 \) [97]. Therefore even slight biases in NWP sea surface wind speeds can lead to systematic errors in ocean circulation models that are forced by these winds [17]. Wind speeds of less than 5 ms\(^{-1}\) account for nearly 40% of global hourly averaged winds [125]. Weak winds are concentrated in the tropics and sub-tropics where the majority of ocean to atmosphere heat flux occurs and shifts in their patterns affect the global heat flux balance [125].

SST observations over the day can provide additional information as to the correctness of the modelled estimate of the warming. To bring the model projection closer to the observations the forcing data over the time period will need to be adjusted. As explained above the magnitude of diurnal warming is primarily a response to the wind speeds and the cloud cover. The method developed here therefore judiciously seeks to adjust the wind speeds and cloud forcing, within feasible error bounds, in order to better fit the modelled SST to the observations recorded over the day. The modelled SST at observation depth, \( \theta_{\text{z,obs}} \), can be described as a non linear function of cloud cover, \( n \), and wind speed, \( w \),

\[
\theta_{\text{z,obs}} = \theta_{\text{z,obs}}(n, w).
\]

The problem can then be stated as finding values of \( n \) and \( w \) such that

\[
|\theta_{\text{z,obs}} - \theta_{\text{obs}}| \quad \text{(7.2)}
\]

is minimised. In other words to find optimal values of \( n \) and \( w \) that will bring the modelled SST trajectory as close to the SST observations as possible.

### 7.3 The Data Assimilation Method

This section describes an assimilation algorithm for finding a solution to the above outlined problem.
7.3.1 Overview

A forcing parameter pair \((\epsilon_A, \epsilon_B)\) associated with adjustments to the wind speed, \(w\), and cloud cover, \(n\), is introduced and its value tuned over each 24 hour window. Five model realisations are required over the time window. To start with, the parameters are set at zero and the wind speeds and cloud cover values are derived from ECMWF 6 hourly forecasts. A further model run is performed in which \(\epsilon_B\) is perturbed. The results of these simulations are used to calculate local gradient information. This gradient information is then used to find an ‘optimal’ \(\epsilon_B\) parameter that will minimise the model-observation SST differences over the time window. With the first ‘optimal’ parameter found, two further model runs are performed in order to determine the sensitivity to the parameter \(\epsilon_A\), and its ‘optimal’ value determined. The final model simulation uses the two ‘optimal’ parameters. The ‘best’ model run is then chosen as the analysis for that 24 hour period.

7.3.2 The Algorithm

The modelled SST at the top grid level, \(\theta_{150}\), can be viewed as a function of fractional cloud cover, \(n\), and the wind speed forcing, \(w = \sqrt{u^2 + v^2}\),

\[
\theta_{150} = \theta_{150}(n, w). \tag{7.3}
\]

Parameters \(\epsilon_A\) and \(\epsilon_B\) are introduced

\[
n = n_{\text{obs}} + \epsilon_A, \tag{7.4}
\]

\[
w = (1 + \epsilon_B)w_{\text{obs}}, \tag{7.5}
\]

\[
= (1 + \epsilon_B)\sqrt{u_{\text{obs}}^2 + v_{\text{obs}}^2}. \tag{7.6}
\]

These parameters remain fixed over each 24 hour time window, although the observed forcing data: \(n_{\text{obs}}, u_{\text{obs}},\) and \(v_{\text{obs}}\) change every 6 hours. Note that the cloud correction uses absolute errors, whereas the wind correction uses relative errors. This is because an absolute correction to \(w\) is not possible because the correction is performed on the components \(u_{\text{obs}}, v_{\text{obs}}\). Also a relative error correction to the cloud field is not desirable.
because of the strong cloud limits, see Equations (7.10) and (7.11). The SST can now be viewed as a function of the parameters

\[ \theta_{150} = \theta_{150}(\epsilon_A, \epsilon_B). \quad (7.7) \]

The observed forcing data, \( n_{\text{obs}} \), is obtained by using the 6 hourly integrated ECMWF forecast SWR in Equation (6.2), and the \( u_{\text{obs}} \) and \( v_{\text{obs}} \) are the 6 hourly mean 10 m wind speed components from the ECMWF forecasts. The model is initialised to FOAM sea temperature and salinity profiles at the start of each 24 hour time window. In addition daily OSTIA values are assimilated into the near surface, by adjusting the FOAM mixed layer temperatures using the method described in Section 5.4.2.

We now define a cost function \( J = J(\epsilon_A, \epsilon_B) \) as

\[ J = \sum_{i=1}^{N} (\theta_i^{\text{model}} - \theta_i^{\text{obs}}), \quad (7.8) \]

where \( N \) is the number of observations over the 24 hour window. If \( J_0 = J(0, 0) < 0 \) then on average the SST observations are higher than the model and therefore, to increase the size of the diurnal cycle, cloud cover and wind speeds need to be reduced \( (\epsilon_A, \epsilon_B < 0) \). On the other hand if \( J_0 > 0 \) then the modelled SST is generally greater than the observations and the diurnal cycle needs to be reduced and this can be achieved by increasing cloud cover and wind speeds \( (\epsilon_A, \epsilon_B > 0) \).

The data assimilation problem can now be stated as follows.

An ‘optimal’ parameter pair \( (\epsilon_A^*, \epsilon_B^*) \) is sought such that for all feasible \( (\epsilon_A, \epsilon_B) \)

\[ |J(\epsilon_A^*, \epsilon_B^*)| \leq |J(\epsilon_A, \epsilon_B)|. \quad (7.9) \]

It is possible that an increase in cloud cover and a decrease in wind speeds and vice versa could provide the desired effect. In this scenario the effects of changes in wind speed and cloud cover on the SST would to some extent cancel each other out. Because the whole parameter space is not sampled and additional information, such as independent observations of cloud or wind, are not used, these possibilities are excluded in the interests of simplicity. The feasible parameter range is therefore defined in two
quadrants:

\[
0 < \epsilon_A \leq 1, \\
0 < \epsilon_B < 3,
\]

(7.10)

if \( J_0 > 0 \) and

\[
-1 \leq \epsilon_A < 0, \\
-1 < \epsilon_B < 0,
\]

(7.11)

if \( J_0 < 0 \). In the trivial case where \( J_0 = 0 \) the optimal parameters are \((0, 0)\). The choice of parameter range is (where possible) based on physical assumptions. The range for \( \epsilon_A \) is therefore the maximum and minimum possible change to \( n_{obs} \). Because four different \( n_{obs} \) values are given over a 24 hour period a check is made on each to ensure that \( n \) lies within one and zero, i.e. can not take the cloud cover value beyond total cloud cover and below the clear sky value. The parameter \( \epsilon_B \) is not permitted to change the wind direction, only the magnitude. The upper bound on \( \epsilon_B \) is more uncertain, the value of 3 was initially chosen, which allows a 300\% increase in the wind speeds. When considering the very low wind speed values associated with strong diurnal warming this upper limit is plausible. It was assumed that for high wind speeds a perturbed increase will not produce much change in SST on diurnal time scales and therefore the sensitivity will be too small to make a correction within the limits, thus no correction is made. This therefore provides a natural upper bound on unwanted changes in large wind speeds.

The solution procedure used for solving problem (7.9) is outlined below.

STEP 1
Run the model forward over the time window \( t \in [0, T] \), where \( T = 24 \) hours, with \((\epsilon_A, \epsilon_B) = (0, 0)\) and evaluate \( J_0 = J(0, 0) \) over the period.

STEP 2
Restart at \( t = 0 \) and run the model over the time window again, this time the wind parameter, \( \epsilon_B \), is perturbed

\[
(\epsilon_A, \epsilon_B) = (0, \epsilon_{B_1}),
\]

(7.12)

where

\[
\epsilon_{B_1} = \begin{cases} 
0.25 & \text{if } J_0 > 0 \\
-0.25 & \text{otherwise}
\end{cases}
\]

(7.13)
representing a 25% change in the wind speed forcing. The cost function $J(0, \epsilon_{B_1})$ is evaluated over the period. Then estimate the sensitivity or local gradient of $J_0$ with respect to $\epsilon_B$,

$$\frac{\partial J_0}{\partial \epsilon_B} \approx \frac{J(0, \epsilon_{B_1}) - J_0}{\epsilon_{B_1}}. \quad (7.14)$$

**STEP 3**

Assuming the cost function $J(0, \epsilon_B)$ varies linearly within the feasible $\epsilon_B$ parameter range (Equation (7.10) or (7.11)) we are able to construct the line

$$J(0, \epsilon_B) = \frac{\partial J_0}{\partial \epsilon_B} \epsilon_B + J_0 \quad (7.15)$$

and determine an ‘optimal’ value

$$\epsilon_B^* = \left(\frac{\partial J_0}{\partial \epsilon_B}\right)^{-1} \left(\min_{\text{feasible } \epsilon_B} |J(0, \epsilon_B)| - J_0\right). \quad (7.16)$$

The aim is to choose $J(0, \epsilon_B)$ as small as possible without taking the line, Equation (7.15), outside the feasible limits set in Equation (7.10) or (7.11). This is calculated through an iterative process:

$$\epsilon_B^k = \left(\frac{\partial J_0}{\partial \epsilon_B}\right)^{-1} (J(0, \epsilon_B)^k - J_0), \quad (7.17)$$

where $k = 1, \ldots, \text{end}$ are the iterates. If $J_0 > 0$ then

$$J(0, \epsilon_B)^k = J_0 - \alpha k \quad (7.18)$$

and if $J_0 < 0$ then

$$J(0, \epsilon_B)^k = J_0 + \alpha k; \quad (7.19)$$

where the step size for $J$, $\alpha$, is chosen as 0.05°C. This allows $J(0, \epsilon_B)^k$ to be evaluated to within 0.05°C. At each iteration $\epsilon_B^k$ (Equation (7.17)) is determined and a calculation made to ascertain whether this value lies outside the feasible range, Equations (7.10) or (7.11). The iteration loop ends when $J(0, \epsilon_B)$ reaches zero, or alternatively when $\epsilon_B^k$ no longer falls within the trust region. At this stage the minimum $|J(0, \epsilon_B)|$ is known and the optimal parameter, $\epsilon_B^*$, is determined using Equation (7.16). An example is shown in Figure 7.1.
Figure 7.1: A sketch showing an example of how the line, Equation (7.15), lies within the feasible limits (in this case $0 < \epsilon_B < 3$) and the ‘optimal’ parameter $\epsilon_B^*$ is determined.

**STEP 4**

Two further model runs are performed with $(\epsilon_A, \epsilon_B) = (0, \epsilon_B^*)$ and $(\epsilon_A, \epsilon_B) = (\epsilon_A^*, \epsilon_B^*)$ where

$$\epsilon_A^* = \begin{cases} 
0.1 & \text{if } J_0 > 0 \\
-0.1 & \text{otherwise}
\end{cases}$$

(7.20)

representing a 1/10 increment in cloud cover. Using the methods of step 2 and 3 a local gradient $(\frac{\partial J(0, \epsilon_A^*)}{\partial \epsilon_A})$ is determined and the ‘optimal’ parameter $\epsilon_A^*$ is calculated.

**STEP 5**

The model is run over the time window for a fifth and final time using the calculated pair $(\epsilon_A^*, \epsilon_B^*)$ and the cost function evaluated. The best model run (that which produced the smallest cost function value) is then chosen as the final analysis. This is expected to be from the calculated optimal parameters, but as previous model output is temporarily stored a quick and easy comparison is made to the cost function values from previous model runs. This whole process is then repeated for each 24 hour period of interest.
7.3.3 Justification

The assumption in this method is that $J$ varies linearly with respect to the parameters $(\epsilon_A, \epsilon_B)$ within the feasible limits. The validity of this assumption is very difficult to test thoroughly because of the enormous range of conditions. However, an example of a ‘typical’ scenario is given in Figure 7.2. In these graphs it is shown that to good approximation $J$ does vary linearly within the feasible parameter limits, given by Equations (7.10) and (7.11).

![Figure 7.2: The variability of the cost function to changes in the parameters $\epsilon_A$ and $\epsilon_B$ for a ‘typical’ day.](image)

The sequential process of optimising the parameters in turn, steps 2 to 4, could be continued in a cycle by reevaluating the optimal parameters in turn until convergence. However, in the interests of saving time this sequence is truncated after the first cycle.

The implementation described above was chosen because of its low computer resource requirements. The method is relatively cheap compared to more sophisticated approaches and therefore the implementation of the algorithm over a larger area is possible. A more standard data assimilation approach is to use the least squares
cost function, Equation (5.3) in Section 5.2. Minimising this produces the maximum likelihood estimate which for random, unbiased, Gaussian observations is a minimum variance estimate. For this particular problem the cost function could be adapted to include the constraints. For example

\[ J(\epsilon_A, \epsilon_B) = \sum_{i=1}^{N} \frac{1}{\sigma_i^2} (\theta_i - \theta_{i}^{obs})^2 \]

\[-\mu [\log(\epsilon_A + 1) + \log(1 - \epsilon_A) + \log(\epsilon_B + 1) + \log(3 - \epsilon_B)] \]  

(7.21)

could be minimised with respect to the parameters \((\epsilon_A, \epsilon_B, \mu)\). Standard techniques for solving such a non-linear optimisation problem can be found in [46]. However it should be noted that there is no explicit expression for the gradient of \(J\) with respect to the control variables. This therefore needs to be estimated first. The value is then used in a descent algorithm to find new control parameters which make the cost function move towards its minimum. Each estimation of the gradient and iteration in the optimisation algorithm requires an evaluation of \(J\) which can only be found by running the model over the time window. A more advanced method, such as this, may not be warranted and the increased computational time required would need to be justified before being implemented.

### 7.4 Results

This new algorithm was first tested with SEVIRI observations in the same region used in Section 6.5 (−45°N to −25°N in latitude and 300°E to 330°E in longitude). See Figure 7.9 which shows the region. The simulation was performed from 1st–7th January 2006; this therefore required seven consecutive 24 hour assimilation cycles for each location.

#### 7.4.1 Initial Findings

Various implementations of the algorithm in Section 7.3.2 were initially tested, these include:
1. Control
   Step 1 only, the parameters, $\epsilon_A$ and $\epsilon_B$, are set to zero.

2. Wind Only
   Here only the wind value is corrected thus only the parameter $\epsilon_B$ is tuned. Therefore step 4 is not required.

3. Cloud Only
   As above except cloud cover rather than wind speed is corrected.

4. Wind then Cloud
   The wind speed value is corrected first followed the cloud value as originally described.

5. Cloud then Wind
   As above except the cloud cover correction is determined first followed by the wind speed correction.

6. Wind and Cloud
   In this approach the wind and cloud parameters are determined together. To find an ‘optimal’ parameter pair a first order Taylor expansion of two variables is used
   \[ J(\epsilon_A + \Delta\epsilon_A, \epsilon_B + \Delta\epsilon_B) = J(\epsilon_A, \epsilon_B) + \Delta\epsilon_A \frac{\partial J(\epsilon_A, \epsilon_B)}{\partial\epsilon_A} + \Delta\epsilon_B \frac{\partial J(\epsilon_A, \epsilon_B)}{\partial\epsilon_B}. \]  \tag{7.22}
   By choosing $(\epsilon_A, \epsilon_B) = (0, 0)$ and $(\Delta\epsilon_A, \Delta\epsilon_B) = (\epsilon_A, \epsilon_B)$, and denoting $S_A = \frac{\partial J}{\partial\epsilon_A}$ and $S_B = \frac{\partial J}{\partial\epsilon_B}$, Equation (7.22) can be rearranged as
   \[ \epsilon_B = -\frac{S_A}{S_B} \epsilon_A + \frac{J - J_0}{S_B}. \]  \tag{7.23}
   This is an equation of a straight line in parameter space $(\epsilon_A, \epsilon_B)$. If a value for $J = J(\epsilon_A, \epsilon_B)$ is chosen such that $0 \leq |J| \leq |J_0|$ then an equation in two unknowns $(\epsilon_A$ and $\epsilon_B)$ results, reducing the problem to two degrees of freedom. As before an iteration reduces $J$ and checks whether the line, Equation (7.23), falls within the trust region. When $J$ reaches zero or the line moves outside the
trust region the optimal parameters, \((\epsilon_A^*, \epsilon_B^*)\), are then chosen as the mid-point of the line, Equation (7.23), within the trust region, Equation (7.10) or (7.11). This is shown in Figure 7.3.

\[ \epsilon_B = -\frac{S_A}{S_B} \epsilon_A + \frac{J - J_0}{S_B} \]

Figure 7.3: A sketch of the parameter space \((\epsilon_A, \epsilon_B)\) with ‘optimal’ parameters \((\epsilon_A^*, \epsilon_B^*)\) chosen as the mid-point of the portion of the line within the feasible limits.

Results from these different implementations of the data assimilation algorithm are given in Table 7.1.

It can be seen that the mean differences are low in all cases, except the cloud only run, indicating no significant bias. The RMS differences are reduced by the assimilation in all cases, with the greatest reduction \((0.19 \degree C)\) occurring in the wind then cloud case. This is an improvement of 35% and shows that the assimilation provides much better SST estimates than the control, although the mean error is slightly worse. On a few occasions a correction from the assimilation caused the model to become unstable, therefore the numbers in parenthesis show results calculated only at locations and days simulated in all cases. The wind followed by cloud correction performs better than the cloud then wind correction, this is because the SST is found to have a greater
<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>RMS</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>0.02 (0.02)</td>
<td>0.55 (0.57)</td>
<td>0.55 (0.55)</td>
</tr>
<tr>
<td>Cloud Only</td>
<td>−0.16 (−0.16)</td>
<td>0.47 (0.47)</td>
<td>0.44 (0.44)</td>
</tr>
<tr>
<td>Wind Only</td>
<td>0.01 (0.01)</td>
<td>0.42 (0.42)</td>
<td>0.42 (0.42)</td>
</tr>
<tr>
<td>Cloud then Wind</td>
<td>−0.02 (−0.02)</td>
<td>0.39 (0.39)</td>
<td>0.39 (0.39)</td>
</tr>
<tr>
<td>Wind then Cloud</td>
<td>−0.06 (−0.06)</td>
<td>0.36 (0.36)</td>
<td>0.36 (0.36)</td>
</tr>
<tr>
<td>Wind and Cloud</td>
<td>−0.02 (−0.02)</td>
<td>0.40 (0.40)</td>
<td>0.40 (0.40)</td>
</tr>
</tbody>
</table>

Table 7.1: Results showing the mean, RMS, and STD of $\theta_{0.015m} - \theta_{SEVIRI}$, in °C, for the area $-45^\circ N$ to $-25^\circ N$ and $300^\circ E$ to $330^\circ E$ during 1st-7th January 2006. The numbers in parenthesis compare only those results calculated at locations and days simulated in each case.

Sensitivity to changes in wind than changes in the cloud cover. For example, if the cloud correction is made first then the smaller sensitivity will lead to unreasonably large changes in cloud cover to provide the SST change, whereas if the cloud correction is made after a wind correction then the remaining change needed in modelled SST is much smaller and so the less sensitive cloud cover parameter is suitable. The most effective method is to tune first the wind speeds and then the cloud cover.

### 7.4.2 Combining IR and MW Observations

The SEVIRI observations are IR measurements and therefore are unable to penetrate through clouds. This additional information can be used in the assimilation routine. The proximity confidence values chosen for this study (see Section 6.3) suggest SEVIRI data are far from any clouds. Therefore if an IR observation is available then the cloud cover value at this time must be zero, i.e. clear sky. Because IR radiometers are unable to view through cloud there are many occasions where SST observations are absent (roughly half the globe is thought to be covered by cloud at any one time [82]) and model output can not be constrained. In this section the use of the assimilation method is extended to incorporate MW observations (from AMSRE and TMI). Where
evaluating model-observation differences using IR measurements, the comparison is to the parameterised modelled skin temperature (see Section 3.5.9) whereas for the MW measurements the comparison is with the top modelled SST, at a depth of 0.015 m, without the cool skin effect. Results from this improved method are presented in Table 7.2. Model output is compared separately to IR observations only and combined IR and MW observations. The control simulation makes no corrections to the forcing data. The cloud check runs reduce cloud cover to zero in the presence of IR observations. The wind runs perform the cloud check followed by an adjustment to the wind speeds. Finally, the wind then cloud runs perform the cloud check then adjust wind speeds followed by adjusting cloud cover values (in the presence of MW observations only).

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>RMS</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR: control</td>
<td>−0.25</td>
<td>0.62</td>
<td>0.57</td>
</tr>
<tr>
<td>IR and MW: control</td>
<td>0.07</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>IR: cloud check</td>
<td>−0.25</td>
<td>0.62</td>
<td>0.57</td>
</tr>
<tr>
<td>IR and MW: cloud check</td>
<td>0.06</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>IR: wind</td>
<td>−0.02</td>
<td>0.34</td>
<td>0.33</td>
</tr>
<tr>
<td>IR and MW: wind</td>
<td>0.10</td>
<td>0.53</td>
<td>0.52</td>
</tr>
<tr>
<td>IR and MW: wind then cloud</td>
<td>0.07</td>
<td>0.49</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Table 7.2: Results showing the mean, RMS, and STD of $\theta\text{model} - \theta\text{obs}$, in °C. For the area −45°N to −25°N and 300°E to 330°E during 1st–7th January 2006.

It is noticeable that with the inclusion of MW observations the mean differences increase by 0.32 °C in the control case. This switch in the bias indicates that, for this area and time period at least, the IR observations are on average warmer than the model and the MW observations are cooler than the model. With the inclusion of MW observations the RMS errors have also increased. The cloud check seems to have had only a very slight influence on the statistics; this may indicate that initial cloud estimates were already zero, or low, in these areas and therefore no, or small, corrections
were necessary. If the SST observations are then used to adjust the wind forcing then the errors are significantly reduced with the RMS differences falling to 0.34°C in the IR case and 0.53°C in the IR and MW case. This is further reduced when a correction is made to cloud cover values at occasions when only MW observations are present. The resulting model-observation differences after assimilation may now be approaching the expected accuracy of the observations with the standard deviations (STD) below those quoted in Table 6.1.

Figure 7.4 shows an example of the results of the IR and MW: wind then cloud assimilation run. It can be seen that the model run is initialised to OSTIA at the start of each day. At this location no observations occurred during the first day (1st January 2006). During the last two days a diurnal signal in the satellite observations can clearly be marked out. The model control appears to under estimate the warming on these occasions. However earlier in the week the modelled diurnal warming estimates are much larger than observations seem to suggest. The data assimilation method reduces the cloud, if necessary, in the presence of SEVIRI observations, followed by a correction to the wind speed forcing and then the cloud fractions (when SEVIRI observations are not present). The assimilation is able to reduce the modelled warming for days 2 through to 5, and increase the diurnal warming on days 6 and 7, thus fitting the observations much more closely. On day 2 and 5 the assimilation has not been able to reduce the warming as much as the observations would suggest. In these cases the system does not adhere to the assumptions of the assimilation routine and thus the assimilation is less effective.

In Figures 7.5 – 7.8 results from neighbouring locations are shown. The consistency of the changes in modelled SST induced by the assimilation at these nearby locations suggest that the SST corrections are sensible. The changes produced by the assimilation run are calculated independently at each location. In Figure 7.5 (−29°N, 315°E) the results are almost identical except the warming on day 3 is not reduced as much as previously. Further south in Figure 7.6 (−29°N, 315°E) only one observation is present on day 2 and this causes a larger diurnal cycle, against the trend at nearby locations. On day 7 at (−29°N, 315°E) and (−30°N, 314°E) the observations suggest the diurnal
Figure 7.4: A graph comparing the model SST before and after assimilation with the individual satellite observations and OSTIA at (−30°N, 315°E) for the 1st–7th January 2006.

warming is close to that estimated by the control, unlike the other locations where the control is deemed an under estimation. At (−30°N, 314°E) in Figure 7.8 on day 5 OSTIA shows a warm bias compared to the observations and this is likely the cause of the assimilation run to fail at this point.

7.4.3 Spatial Patterns

The estimates of the diurnal warming of SSTs can also be viewed spatially over the whole area. These results are shown in Figure 7.9. In this figure the plots in the left column show the diurnal warming before assimilation and the plots in the right column after assimilation. The progress down the column displays how the diurnal warming pattern evolves over time, day by day. The white triangle in the top left hand corner is the coast of South America. Generally speaking the assimilation seems to have weakened the diurnal signal in areas of strong modelled diurnal warming. Areas
Figure 7.5: A graph comparing the model SST before and after assimilation with the individual satellite observations and OSTIA at (−29°N, 315°E) for the 1st−7th January 2006.

Figure 7.6: A graph comparing the model SST before and after assimilation with the individual satellite observations and OSTIA at (−31°N, 315°E) for the 1st−7th January 2006.
Figure 7.7: A graph comparing the model SST before and after assimilation with the individual satellite observations and OSTIA at (−30°N, 316°E) for the 1st – 7th January 2006.

Figure 7.8: A graph comparing the model SST before and after assimilation with the individual satellite observations and OSTIA at (−30°N, 314°E) for the 1st – 7th January 2006.
where the assimilation has increased warming can also be seen, particularly on the 6\textsuperscript{th} and 7\textsuperscript{th} of January 2006. The patch of warming occurring on the 6\textsuperscript{th} January 2006 appears less intense and more spread out after the assimilation. On the 7\textsuperscript{th} January the modelled estimates before assimilation show two separate patches of strong diurnal warming. After assimilation the warming in the north-eastern corner again appears less intensified and seems to spread towards the coast. The other patch of strong warming is shown to have moved much further to the south-west. The assimilation only works at locations where observations are present. These areas are identified in Figure 7.10; this figure is identical to Figure 7.9 except the white patches in the right columns are areas where no satellite observations were available, and on these occasions the initial model estimates remained unchanged.

The changes to the forcing can be viewed in Figures 7.11 and 7.12. The daily averaged wind stress is changed by adjustments to the wind speeds in the assimilation and the daily peak SWR will be affected by adjustments to cloud cover in the assimilation. What is immediately noticeable in these graphs are the less smooth fields after assimilation. This is a consequence of using 1-D models, while the initial fields are provided from a global 3-D atmospheric model, the adjustments to the wind fields and cloud cover distributions are determined independently at individual locations. Such changes would normally be smoothed horizontally and the information spread from areas high in observations to areas with low observation densities. However, diurnal warming is an irregular feature because it is susceptible to patches of cloud cover and fine scale wind bursts. Therefore it would not necessarily be desirable to smooth these fields.

7.4.4 Comparing Different Satellite Observations

Further analysis was also performed to assess the relative errors associated with individual observation types and these are presented in Table 7.3.

A similar number of SEVIRI and AMSRE observations are available over the time period in this area, with fewer TMI observations. The model-observation match-ups reveal differences between the three satellite instruments. The SEVIRI observations are shown to be on average warmer than the parameterised skin temperature, whereas
Figure 7.9: The maps in the left column show modelled diurnal warming estimates before data assimilation and the those in the right column diurnal warming estimates after assimilation (values in °C). The maps down the columns represent successive days from 1st to the 7th January 2006.
Figure 7.10: The maps in the left column show modelled diurnal warming estimates before data assimilation and the those in the right column diurnal warming estimates after assimilation (values are only shown where satellite SST observations were available). The maps down the columns represent successive days from 1st to the 7th January 2006.
Figure 7.11: The maps in the left column show the daily mean wind stress before data assimilation and the those in the right column are after assimilation (values in Nm$^{-2}$). The maps down the columns represent successive days from 1st to the 7th January 2006.
Figure 7.12: The maps in the left column show daily peak SWR before data assimilation and the those in the right column are after assimilation (values in Wm$^{-2}$). The maps down the columns represent successive days from 1$^{st}$ to the 7$^{th}$ January 2006.
<table>
<thead>
<tr>
<th></th>
<th>No. Obs.</th>
<th>Mean</th>
<th>RMS</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEVIRI only</td>
<td>2343</td>
<td>-0.25</td>
<td>0.62</td>
<td>0.57</td>
</tr>
<tr>
<td>AMSRE only</td>
<td>2220</td>
<td>0.20</td>
<td>0.80</td>
<td>0.77</td>
</tr>
<tr>
<td>TMI only</td>
<td>1532</td>
<td>0.37</td>
<td>0.98</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table 7.3: Results showing the number of observations, the mean, RMS, and STD of $\theta_{\text{control}} - \theta_{\text{obs}}$, in °C, for individual satellite types. For the area $-45^\circ N$ to $-25^\circ N$ and $300^\circ E$ to $330^\circ E$ during 1st–7th January 2006.

the AMSRE and TMI observations are cooler on average than the modelled SST. This suggests that the observations have some systematic errors in this area at this time, with SEVIRI SST systematically too warm and/or AMSRE and TMI observations systematically too cool. The model could also have a warm bias and be estimating too great a cool skin correction. This seems unlikely as the parameterised cool skin correction for this period was on average 0.15 °C, i.e. smaller than the SEVIRI only mean difference. The model simulations are dependent on the OSTIA SST at the start of each day; therefore any errors in OSTIA will also be apparent (see Section 7.4.6). The RMS and STD are significantly lower when comparing SEVIRI observations with either AMSRE or TMI. The largest errors are found with the TMI observations, where the RMS error approaches 1 °C.

### 7.4.5 Day-Night Comparisons

Differences in night time (between the hours 22:00–04:00 local time) and daytime (between the hours 10:00–16:00 local time) match-ups were also compared. The results shown in Table 7.4 indicate much larger mean differences during daytime. It looks likely that the model is over estimating the diurnal warming signal. An alternative explanation could be that the retrieval algorithms have inadvertently suppressed the true warming signal. The RMS and STD differences remain similar for both day and night.
<table>
<thead>
<tr>
<th></th>
<th>No. Obs</th>
<th>Mean</th>
<th>RMS</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>daytime</td>
<td>2799</td>
<td>0.14</td>
<td>0.53</td>
<td>0.51</td>
</tr>
<tr>
<td>night time</td>
<td>1365</td>
<td>0.00</td>
<td>0.50</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 7.4: Results showing the number of observations, the mean, RMS, and STD of \( \theta_{\text{analysis}} - \theta_{\text{obs}} \), in °C, during daytime (10–16) and night time (22–04) local time. For the area \(-45°N\) to \(-25°N\) and \(300°E\) to \(330°E\) during 1st–7th January 2006.

### 7.4.6 Comparisons to OSTIA

To further determine whether the biases are due to model or observations the individual satellite observations were also compared to the OSTIA value.

<table>
<thead>
<tr>
<th></th>
<th>No. Obs</th>
<th>Mean</th>
<th>RMS</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEVIRI only</td>
<td>2525</td>
<td>−0.22</td>
<td>0.56</td>
<td>0.51</td>
</tr>
<tr>
<td>AMSRE only</td>
<td>2256</td>
<td>−0.08</td>
<td>0.70</td>
<td>0.69</td>
</tr>
<tr>
<td>TMI only</td>
<td>1532</td>
<td>−0.20</td>
<td>0.87</td>
<td>0.84</td>
</tr>
<tr>
<td>all obs</td>
<td>6333</td>
<td>−0.17</td>
<td>0.69</td>
<td>0.67</td>
</tr>
<tr>
<td>daytime SEVIRI only</td>
<td>721</td>
<td>−0.51</td>
<td>0.76</td>
<td>0.56</td>
</tr>
<tr>
<td>daytime AMSRE only</td>
<td>1249</td>
<td>−0.29</td>
<td>0.77</td>
<td>0.71</td>
</tr>
<tr>
<td>daytime TMI only</td>
<td>1345</td>
<td>−0.22</td>
<td>0.89</td>
<td>0.86</td>
</tr>
<tr>
<td>daytime all obs</td>
<td>3315</td>
<td>−0.31</td>
<td>0.82</td>
<td>0.76</td>
</tr>
<tr>
<td>night time SEVIRI only</td>
<td>535</td>
<td>0.06</td>
<td>0.38</td>
<td>0.37</td>
</tr>
<tr>
<td>night time AMSRE only</td>
<td>1003</td>
<td>0.19</td>
<td>0.59</td>
<td>0.56</td>
</tr>
<tr>
<td>night time TMI only</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>night time all obs</td>
<td>1538</td>
<td>0.14</td>
<td>0.53</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Table 7.5: Results showing the number of observations, the mean, RMS, and STD of \( \theta_{\text{OSTIA}} - \theta_{\text{obs}} \), in °C, including daytime (10–16) and night time (22–04) local time. For the area \(-45°N\) to \(-25°N\) and \(300°E\) to \(330°E\) during 1st–7th January 2006.

The results shown in Table 7.5 reveal that SEVIRI has the largest bias but small-
est RMS difference of the three instruments when compared to OSTIA. The biases are all negative for daytime observations and all positive for night time observations. However, the daytime biases are larger and when comparing all 6333 observations a bias of $-0.17^\circ$C is found. Indicating the satellite observations on average are warmer than OSTIA. The sharp difference in day and night time mean values demonstrates the presence of diurnal signals in the daytime observations. OSTIA is the mean value of these observations, as well as others, and so the expectation is that the bias would be small. In this match-up all observations are included whereas OSTIA is formed by eliminating daytime observations taken with wind speeds less than 6 ms$^{-1}$. These additional observations are therefore contributing to the slight cool bias in OSTIA.

Comparing results in Tables 7.5, 7.4, and 7.2 indicates that the modelled control simulation results in a smaller mean error than OSTIA, but produces slightly larger RMS and STD errors than OSTIA. However after data assimilation of the L2P satellite data the analysis is a much better representation of the observed SSTs with reduced mean, RMS, and STD. For example moving from the persistence assumption of OSTIA to assimilating into the diurnal cycle model reduced the RMS error by 0.2 $^\circ$C.

### 7.4.7 Using Satellite Wind Measurements

The AMSRE and TMI instruments also measure wind speeds and this data is provided with the GHR SST-PP L2P products. These observations when available may provide an improvement on the ECMWF forecast winds. Therefore model simulations were performed in which the satellite wind measurements were used for the 6 hour periods when available. The model requires the wind components $u$ and $v$ and so the ECMWF values were adjusted by the same factor so that $w = \sqrt{u^2 + v^2}$ was made equal to the satellite derived value. This model (control) simulation resulted in an improved mean model-observations SST difference of 0.17 $^\circ$C and a similar RMS difference of 0.78 $^\circ$C when compared to results using ECMWF winds only (see IR and MW: control in Table 7.2).

The availability of these satellite wind measurements also allows for a comparison to be made between the original ECMWF wind values and the corrected wind values
after the assimilation. These results are presented in Table 7.6.

<table>
<thead>
<tr>
<th></th>
<th>No. Obs.</th>
<th>Mean</th>
<th>RMS</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECMWF-AMSRE</td>
<td>2009 (1635)</td>
<td>–0.07 (−0.12)</td>
<td>1.76 (1.72)</td>
<td>1.76 (1.71)</td>
</tr>
<tr>
<td>ASSIM-AMSRE</td>
<td>1635</td>
<td>–0.23</td>
<td>2.74</td>
<td>2.73</td>
</tr>
<tr>
<td>ECMWF-TMI</td>
<td>1278 (1212)</td>
<td>–0.49 (−0.49)</td>
<td>1.68 (1.60)</td>
<td>1.61 (1.52)</td>
</tr>
<tr>
<td>ASSIM-TMI</td>
<td>1212</td>
<td>–0.45</td>
<td>2.57</td>
<td>2.53</td>
</tr>
<tr>
<td>ECMWF-ALL</td>
<td>3287 (2847)</td>
<td>–0.23 (−0.28)</td>
<td>1.73 (1.67)</td>
<td>1.71 (1.64)</td>
</tr>
<tr>
<td>assim-ALL</td>
<td>2847</td>
<td>–0.33</td>
<td>2.67</td>
<td>2.65</td>
</tr>
</tbody>
</table>

Table 7.6: Results comparing the ECMWF forecast wind speeds before and after assimilation to the AMSRE and TMI wind measurements showing the number of observations, the mean, the RMS, and STD differences in ms$^2$. For the area $-45^\circ N$ to $-25^\circ N$ and $300^\circ E$ to $330^\circ E$ during 1st–7th January 2006. The numbers in parenthesis are calculations only at the locations and times when wind speeds are corrected in the assimilation.

The results in Table 7.6 reveal that the satellite measured winds, particularly from TMI, are slightly stronger than the ECMWF forecasted values. The RMS differences between the ECMWF winds and all the satellite derived winds is 1.73 ms$^{-1}$. After the ECMWF winds have been corrected in the assimilation process the RMS is approximately increased by 1 ms$^{-1}$ in all cases. However the resulting error is just outside the quoted mission accuracy of the AMSRE product (1 ms$^{-1}$) [79], although validation against buoy and scatterometer data at very low wind speeds is particularly difficult [79].

### 7.5 Summary

In this chapter a data assimilation method has been developed that assimilates satellite derived SST observations into a diurnal cycle model. It is proposed that model errors in diurnal warming estimates are primarily caused by uncertainties in NWP forcing data. Other sources of errors, such as errors in model parameterisations and incorrect vertical
structure after assimilation of OSTIA data are addressed earlier in the thesis. It is also noted that the sources of modelled diurnal warming errors were slightly different at the mooring sites (see Chapters 4 and 5); for example, at these locations the forcing wind speed observations were known to a high degree of accuracy and were not considered a major source of uncertainty.

The diurnal variability of SSTs can be viewed as a function of wind speeds and fractional cloud cover. Observations from SEVIRI, AMSRE, and TMI occurring throughout the day are compared to their modelled equivalent. The resulting differences are then reduced by making mean corrections to the forcing wind speeds and cloud cover. This tuning of the forcing is shown to result in modelled SST estimates that resemble available observations much more closely. The assimilation method could be viewed as smoothing and interpolating the satellite SST observations in an intelligent manner. The method is shown, for example, to fit the observations better than OSTIA which uses a daily persistence assumption. In correcting wind speed and cloud cover values, within uncertainty bounds, it also attempts to give a better balance between thermal and dynamical fields.

The method described here could now be implemented on a much wider scale to build up a detailed real time picture of diurnal warming across the world’s oceans. The distribution and magnitude of diurnal signals are still relatively unknown and this technique of merging observations with a diurnal cycle model could be used to improve this situation. Another application could be to use this technique to calculate foundation temperatures. For example the method could be used to re-calculate the OSTIA product. In using more of the data (i.e. daytime observations in low wind speeds) and actually calculating the foundation temperature (the temperature from which a diurnal cycle develops) an increase in accuracy could be realised. It is also shown how there is scope to improve on the techniques developed; this could be achieved by implementing a more sophisticated assimilation routine, using a 3-D model with horizontal correlations, and improving our understanding of errors associated with the different satellite data types and model estimates.
Chapter 8

Conclusions

8.1 Thesis Summary

Accurate knowledge of SST is extremely important for ocean and atmospheric sciences, perhaps most crucially for its central role in air-sea flux calculations. The diurnal cycle is a fundamental mode of the climate system and much evidence is presented in Chapter 1 to show how the diurnal variability of SST has impacts on longer timescales. Awareness of the diurnal cycle is also shown to be essential in accurately interpreting satellite derived observations of the SST. In order for satellite SST data to be compatible with the historical climate record of bulk SST, any temperature gradients between the depth of traditional in-situ samplers and the near surface of satellite derived measurements must be accounted for. The magnitude of diurnal thermoclines are significant given the accuracy that SST records aspire to. Consideration of the timing and depth of SST observations in relation to modelled counterparts is therefore required for a more careful approach to assimilating SST data.

The GOTM, a one-dimensional mixed layer ocean model, is used to study and estimate the diurnal variability of the upper ocean. One-dimensional models are useful for this type of study as they can be employed with an adequate fine near surface spatial resolution and temporal resolution to capture diurnal variability. As explained in Chapter 2 the model explicitly resolves or parameterises the fundamental processes involved in the development of the diurnal cycle of SSTs. The system equations and
details of the mixing scheme are documented.

Diurnal stratification is driven by solar radiative warming of the upper ocean. The penetration of SWR into the ocean is an important concept for diurnal cycle modelling. Many parameterisations exist that attempt to resolve the amount of ocean radiant heating at depth; these are outlined in Chapter 3. However only the most advanced methods should be used for modelling the diurnal cycle as it is important to resolve solar transmission variations within the upper few metres. The parameterisation of air-sea fluxes are also extremely important for accurately modelling diurnal variability. The ability to measure air-sea fluxes is limited; therefore their calculation is dependent on parameterisations using commonly available meteorological data. In Chapter 3 a derivation of air-sea flux formulae is given followed by a description of the two algorithms tested in Chapter 4, of which the TOGA COARE method developed by Fairall et al produced the best results.

In Chapter 4 the model was tested at three mooring sites in different parts of the world. Various aspects of upper ocean variability were examined. The model was shown to have very good accuracy in estimating SSTs over the observed time-series. The key sources of error were identified, these were advection events, which are not accounted for in 1-D models, and uncertainty in cloud cover values. Analysis is presented which shows that the SSTs are sensitive to changes in cloud cover on diurnal and longer timescales and therefore knowledge of this parameter is deemed vital. Estimates of diurnal variability were not significantly changed when model forcing was reduced to 6 hourly mean values, highlighting the possible use of NWP fields for diurnal warming estimates.

In Chapter 5 the general data assimilation problem is formulated, where observations are used together with a numerical model to produce an estimate of the state of the system. A detailed review is then presented of the use of such methods for the specific purposes of assimilating SSTs. It is found that SST data assimilation is perhaps an underdeveloped area; difficulties arise in distributing information from the surface into the deeper ocean, accounting for diurnal warming errors, and in adjusting this prognostic variable in a non disruptive manner. Various different approaches to
the SST assimilation problem were experimented with at the mooring sites. One such scheme assimilated the SST increment by correcting all temperatures within the mixed layer. More novel approaches were also explored involving the use of an SST observation to estimate a cloud cover value. However, it was often difficult to attribute an SST error to a particular cause. A discussion was also presented on the possible use of comparing modelled and observed changes in SST to determine errors in the modelled mixed layer depth.

The use of the 1-D model is extended by utilising operational forecast and analysis data sets to initialise and force the simulations. Details are given on how the 6 hourly resolution of the meteorological data can be maximised for the purposes of modelling the diurnal cycle. The estimation of diurnal warming was shown to be sensitive to the use of internal wave and wave breaking parameterisations as well as the type of boundary condition that was implemented. The best performing combination was to use an internal wave mixing parameterisation but not a wave breaking parameterisation and to apply flux boundary conditions for the TKE and dissipation equation. To better represent heat flux and SST feedbacks the air-sea fluxes are computed dynamically as opposed to using prescribed values. The use of remotely sensed SeaWiFS chlorophyll maps is shown to improve the parameterisation of solar absorption within the upper ocean. A cluster of models is run at different locations and used to produce diurnal variability maps on a daily basis over wide areas. The possibility of producing accurate diurnal variability maps, as presented in Chapter 6, is a new and important tool for the SST community. These maps can be utilised by identifying areas of diurnal warming and flagging observations taken in those areas, therefore reducing systematic errors in observational products and assimilation systems.

In using operational data to force the diurnal cycle model, satellite derived observations of SSTs can be used to constrain SST estimates. As satellite observations are available at various times throughout the day, and because they observe a near surface temperature, they are susceptible to diurnal warming. Therefore these observations can be assimilated into the diurnal cycle model. Unlike at the mooring sites, high quality intensively observed forcing data is not available and the use of NWP fields
can lead to errors in modelled diurnal warming estimates as a result of incorrect wind speed and cloud cover values. A new method is developed in Chapter 7 that uses the SST observations to derive corrections, within uncertainty bounds, to wind speed and cloud cover values. This is the first time SST data has been assimilated into a diurnal cycle model. Adjusting the forcing to be more consistent with the SST observations is an original approach to the problem. Results are presented which show improvements when using this assimilation algorithm. It is also demonstrated how the method could be implemented on a global scale.

8.2 Main Findings

This thesis opened with an introduction to the subject of SST diurnal variability. Topics that were addressed included, an explanation of the mechanisms that cause warming, the influence diurnal variability has on the ocean-atmosphere system, and its effects on longer time scales, and the relevance of diurnal warming effects for the interpretation and assimilation of satellite derived SST measurements. This exposition highlighted areas where further research was needed and provided the motivation for the specific aims of this thesis, as laid out in Chapter 1. In this next section the key findings from this thesis, in regards to the stated aims, are assembled and presented.

8.2.1 Modelling the SST Diurnal Cycle

Progress has been made in understanding and advancing the ability to numerically model diurnal variability at the near surface. A widely used one-dimensional mixed layer model is optimised for the purposes of diurnal cycle modelling. State-of-the-art parameterisations for air-sea flux and ocean radiant heating calculations are implemented and utilised. The sensitivity of the magnitude of the modelled diurnal cycle, in low wind speed conditions, to the use of internal wave mixing and wave breaking parameterisations, as well as the selection of surface boundary conditions, have been elucidated. It is clearly demonstrated for the first time that accurate diurnal warming estimates can be achieved from model output forced with NWP data. A cluster of
models were run over a wide range of locations and the results used to produce daily spatial maps of the diurnal warming signal in SST. This mesh of models forced with the ubiquitous NWP data has the potential to become a very useful method, viz, in identifying areas of diurnal warming and quantifying diurnal signals in observational SST data.

8.2.2 An Observation Operator for Satellite Derived SST

This thesis has highlighted the depth disparity between SST observations and their model counterparts as well as the lack of model representation of diurnal variability seen in observations. In order to reduce errors in an assimilation procedure an observation operator is needed to transform model variables of bulk temperatures into the skin and sub-skin temperatures of satellite derived SSTs. The reverse is true for producing foundation SST observational products; for this case SST observations ‘corrupted’ by a signal need to be converted to the base temperature from which the diurnal thermocline has developed. It is demonstrated how a 1-D model equipped with fine near surface resolution and diurnal forcing, as used in this thesis, is an effective dynamic observation operator for the uses outlined here.

8.2.3 Advancement of SST Data Assimilation

A literature review of SST data assimilation techniques carried out in Chapter 5 highlights several shortcomings in current schemes. These include the absence of an observation operator to account for diurnal signals, instabilities and disruptions caused by adjusting prognostic variables, a lack of vertical correlations due to a dearth of vertical model resolution and uncertainty of how information content at the surface can inform the sub-surface, and an imbalance between thermal and dynamical fields which reduces the effectiveness of the assimilation.

The model used in this thesis can be viewed and applied as an observation operator in the data assimilation process, as indicated in the previous section. The model attempts to resolve observable scales and therefore observations can be assimilated.
into the diurnal cycle. It is shown how perfect correlations within the mixed layer can be assumed so that night time SST observations can be used to adjust all ocean temperatures in the mixed layer. To reduce the original cause of SST errors attempts were made to account for SST errors by using SST observations to estimate cloud cover values. It is also shown how a comparison between changes in modelled and observed SST could be used to correct mixed layer depths diagnosed by the model. A new and novel SST data assimilation method is developed for assimilating observations in time over a day. Wind speed and cloud cover values are adjusted to induce diurnal warming estimates commensurate with SST observations over the day. This method assimilates observations into the diurnal cycle model. In correcting wind speed and cloud cover values, within uncertainty bounds, it also attempts to give a better balance between thermal and dynamical fields. This assimilation scheme was successfully demonstrated by using a combination of infrared and microwave satellite SST observations in an area of the Atlantic Ocean. It is shown how the scheme effectively smoothes and interpolates the observations over the diurnal cycle, thus reducing errors associated with persistence assumptions.

8.2.4 Diurnal Variability Maps

The progress presented in this thesis establishes a paradigm of how infrared and microwave satellite derived observations can be merged with diurnal modelling output to produce diurnal variability maps. If implemented on a wide scale, utilising NWP fields and global satellite data sets, an accurate picture of the global day to day extent of diurnal warming could be built up. This type of information, on the diurnal variability of SSTs, is vital for climate monitoring and for a better understanding of ocean-atmosphere interaction. Research reviewed in Chapter 1 indicated the influence of diurnal warming on longer timescales, and therefore these maps could be vital in furthering our understanding of the ocean-atmosphere system.
8.3 Future Work

In answering the aims set out in Chapter 1 it is evident that many open problems remain and a number of interesting follow up questions have arisen. In this final section some avenues of future study are outlined.

The problem of how the diurnal cycle of SSTs can be incorporated into operational models remains a major issue. Huge computational requirements are needed to run an ocean or coupled GCM. Resolution is improving all the time with advances in computer technology, but it will be some time before the diurnal cycle is explicitly resolved. In recent years several approaches have been considered to try to mimic diurnal variability, given the current vertical resolution of ocean GCMs.

One approach recently tried by Zeng and Beljaars [158] was to develop a prognostic sea surface skin temperature scheme for modelling and data assimilation. The scheme was implemented into the ECMWF operational model and the skin SST is compared to that measured by the Geostationary Operational Environment Satellite (GOES).

Another proposal originally conceived by McCulloch et al in 2004 [81] and extended by Schiller and Godfrey in 2005 [121] is to include an additional transient model level in the top grid box simulating a variable depth diurnal sub-layer. A one-dimensional mixed layer model with 10 m resolution and with the sub-layer simulates diurnal SSTs close to those observed from the TOGA COARE with typical errors of about 0.1 °C. The impact of improved SSTs on surface heat fluxes is also shown by coupling the 1-D mixed layer model with sub-layer, to an atmospheric boundary layer model.

A further approach is to develop empirical formulae to estimate the diurnal skin SST based on atmospheric conditions (e.g. wind and solar radiation). This has been used in modelling studies: for example, Wei et al [153] used a parameterisation by Webster et al [151] to improve SST simulation in the western Pacific. However, mostly these parameterisations have been developed for observational studies: Stuart-Menteth et al [136] used the Kawai and Kawamura regression model [68] in a global study of AVHRR diurnal warming patterns, Gentemann et al [42] developed a parameterisation for interpreting diurnal signals in AVHRR and TMI SST measurements, and Nardelli
et al [91] used the parameterisation of Stuart-Menteth et al [137] in an attempt to remove diurnal warm layer effects from AVHRR daytime images.

It is uncertain which route will ultimately provide the best results, but it is anticipated that this will be an active area of research over the next few years. Because diurnal warming has potential effects on climate phenomena, especially in the tropics (see Chapter 1), it is essential that coupled ocean-atmosphere models start to utilise tools such as the transient sub-layer. The work from this thesis could inform and lead to further improvements in these various parameterised approaches. Further improvements would most certainly be achieved with careful assimilation of observations. Further work would seek to implement these schemes together with the assimilation method developed in this thesis to provide a robust operational approach to the problem. A thorough analysis of the impact of a diurnal scheme on climate modelling and data assimilation is a worthy future task.

The limitation of empirical models, developed from regression analysis of SST observations, is that they have been based on a particular type of observation in a particular area. It is very difficult to develop a parameterisation that captures diurnal warming under all realistic conditions because of the complex non-linear responses at play in the ocean-atmosphere system. The model developed in this thesis could be used to create a more universal diurnal warming parameterisation: differing forcing scenarios can be simulated and the output analysed to further understand the mechanisms at play.

This thesis has demonstrated a new method of merging infrared and microwave satellite SST data with diurnal cycle model output to provide estimates of the diurnal warming. The method was successfully tested for a week at locations in the southern Atlantic Ocean. This methodology can now be implemented on a global scale over long periods of time, providing a detailed database on the extent and variability of diurnal warming. It is believed the analysis of results from this type of wider implementation would provide much needed quantification of diurnal warming at certain times in specified locations and under a range of conditions. Further analysis could also be carried out into the suggested changes in the NWP air-sea fluxes as a result of the changes in SST and the corrections brought about by the assimilation algorithm. Other di-
agnostics of interest would include comparing the mixed layer depths as estimated by FOAM and GOTM.

The work carried out in this thesis could certainly form the basis of a more comprehensive system that could be developed for an operational centre producing an SST product. The method developed here could be used purely for quantifying diurnal warming estimates at observation times. The removal of the diurnal warming signal in SST observations would produce more accurate observational foundation SST products. Further work would be needed to extend the method to include as many observation types as are available, but this would also require additional computer time to manage the increase in data input. As the system develops, more insights into the likely errors associated with individual observation types will emerge and a better account of error statistics in the data assimilation process will be needed. Further work on the likely associated errors in modelled diurnal warming estimates when forced with 6 hourly NWP data would enable a better quantification of model error in the assimilation system. Other improvements could include implementing a more advanced data assimilation method as outlined in Section 7.3.3, but this would require additional computer time to run. Another improvement could be to embed the 1-D vertical model into a 3-D model. This type of implementation would reduce errors caused by advection and provide a more natural setting to include horizontal correlations in the data assimilation, but again would require additional computer resources.

As discussed in Chapter 5 a key aim in the improvement of SST data assimilation methods is understanding how surface features relate to the deeper ocean. How can an assimilation method translate surface temperature observations into information on temperatures at depth. It has been clearly demonstrated how surface observations can be used to make corrections to temperatures within the mixed layer. In Section 5.4.5 an idea of comparing modelled and observed changes in SST in order to provide insight on the depth of the mixed layer, was introduced. Further work into this possibility could provide promising results. Ocean temperatures at depth are not well known and limited observations are available. ARGO floats are improving the situation; however, they are still sparsely distributed in comparison to the size of the oceans of the world.
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