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Abstract

We describe some recent advances in the numerical solution of acoustic scattering problems. A major focus of the paper is the efficient solution of high frequency scattering problems via hybrid numerical-asymptotic boundary element methods. We also make connections to the unified transform method due to A. S. Fokas and co-authors, analysing particular instances of this method, proposed by J. A. De-Santo and co-authors, for problems of acoustic scattering by diffraction gratings.

1 Introduction

The reliable simulation of processes in which acoustic waves are scattered by obstacles is of great practical interest, with applications including the modelling of sonar and other methods of acoustic detection, and the study of problems of outdoor noise propagation and noise control, for example associated with road, rail or aircraft noise. Unless the geometry of the scattering obstacle is particularly simple, analytical solution of scattering problems is usually impossible, and hence in general numerical schemes are required.

Most problems of acoustic scattering can be formulated, in the frequency domain, as linear elliptic boundary value problems (BVPs). In this chapter we describe how the boundary element method (BEM) can be used to
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solve such problems, and we summarise in particular recent progress in tackling high frequency scattering problems by combining classical BEMs with insights from ray tracing methods and high frequency asymptotics. We also make connections with a newer method for numerical solution of elliptic boundary value problems, the unified transform method due to Fokas and co-authors, and detail the independent development of this method for acoustic scattering problems by DeSanto and co-authors.

In a homogeneous medium at rest, the acoustic pressure satisfies the linear wave equation. Under the further assumption of harmonic ($e^{-i\omega t}$) time dependence, the problem of computing perturbations in acoustic pressure reduces to the solution of the Helmholtz equation

$$\Delta u + k^2 u = 0, \quad \text{in } D \subset \mathbb{R}^d,$$

where $d = 2$ or $3$ is the dimension of the problem under consideration, and $D$ denotes the domain of propagation, the region in which the wave propagates. The positive constant $k := \omega/c > 0$, where $\omega$ is angular frequency and $c$ is the speed of sound in $D$, is known as the wavenumber.

We will describe below how to compute, by the boundary element method, solutions to (1) that also satisfy certain boundary conditions on the boundary of the domain of propagation. The most commonly relevant boundary condition is the impedance boundary condition

$$\frac{\partial u}{\partial \nu} - ik\beta u = h, \quad \text{on } \Gamma,$$

where $\Gamma$ denotes the boundary of $D$ and $\partial/\partial \nu$ denotes the normal derivative on the boundary, where $\nu(x)$ denotes the unit normal at $x \in \Gamma$ directed out of $D$. The function $h$ is identically zero in acoustic scattering problems (problems where we are given an incident wave and a stationary scatterer and have to compute the resulting acoustic field), but is non-zero for radiation problems (where the motion of a radiating structure is given, and we have to compute the radiated acoustic field). Finally, $\beta$ is the relative surface admittance which, in general, is a function of position on the boundary and of frequency $\omega$. When $\beta = 0$ the boundary is described as being acoustically rigid, or sound-hard (this is the Neumann boundary condition). More generally, $\beta \in \mathbb{C}$, with $\Re[\beta] \geq 0$ to satisfy the physical condition that the surface absorbs (rather than emits) energy. When $|\beta|$ is very large, one can consider as an approximation to (2) the sound-soft (Dirichlet) boundary condition

$$u = h, \quad \text{on } \Gamma.$$
Equation (1) models acoustic propagation in a homogeneous medium at rest. We are often interested in applications in propagation through a medium with variable wave speed. The BEM is well-adapted to compute solutions in the case when the wave speed $c$ is piecewise constant. In particular, when a homogeneous region with a different wave speed is embedded in a larger homogeneous medium, acoustic waves are transmitted across the boundary $\Gamma$ between the two media, (1) holds on either side of $\Gamma$ with different values of $k = \omega/c$, and, at least in the simplest case when the density of the two media is the same, the boundary conditions on $\Gamma$ (so-called “transmission conditions”) are that $u$ and $\partial u/\partial \nu$ are continuous across $\Gamma$.

The domain $D$ can be a bounded domain (e.g. for applications in room acoustics), but in many practical applications it may be unbounded (e.g. for outdoor noise propagation). In this case, the complete mathematical formulation must also include a condition to represent the idea that the acoustic field (or at least some part of it, e.g. the part reflected by a scattering obstacle) is travelling outwards. The usual condition imposed is the Sommerfeld radiation condition,

$$\frac{\partial u}{\partial r}(x) -iku(x) = o(r^{-(d-1)/2}),$$

as $r := |x| \to \infty$, uniformly in $\hat{x} := x/r$.

Numerical solution of (1) together with a boundary condition (and a radiation condition if the problem is posed on an unbounded domain) can be achieved by many means. The key idea of the BEM is to reformulate the BVP as a boundary integral equation (i.e. an integral equation that holds on the boundary $\Gamma$), and then to solve that numerically. Under the assumptions above (homogeneous medium, time-harmonic waves) the advantages of BEM over domain based methods such as finite difference or finite element methods are twofold: firstly, as the integral equation to be solved holds only on the boundary of the domain, the dimensionality of the problem is reduced; this has the obvious advantage that it is easier to construct an approximation space in a lower dimension, but moreover we will see below (in §3.3) that it can be easier to understand the oscillatory behaviour of the solution on the boundary than throughout the domain, which can assist greatly in designing a good approximation space at high frequencies. Secondly, for problems in unbounded domains, reformulating as an integral equation on the boundary removes the need to truncate the unbounded domain in order to be able to construct a discretisation space.

We describe the reformulation of our BVPs as boundary integral equations (BIEs) in §2. Following [19] we consider the case that $D$ is Lipschitz,
and thus work throughout in a Sobolev space setting (see, e.g., [65]; for the simpler case of smooth boundaries we refer to [28]). We then consider the numerical solution of these BIEs in §3, focusing in particular, in §3.3, on schemes that are well-adapted to the case when the wavenumber $k$ is large. As we report, for many scattering problems these methods provably compute solutions of any desired accuracy with a cost, in terms of numbers of degrees of freedom and size of matrix to be inverted, that is close to frequency independent.

There is a wide literature on boundary integral equation formulations for acoustic scattering problems and boundary element methods for linear elliptic BVPs: see, e.g., [6, 28, 57, 60, 65, 68, 72, 73, 74], and see also, e.g., [59] for a comparison with finite element methods. The question of how to develop schemes efficient for large $k$ has been considered fully in the review article [19], where a very complete literature review of the topic can be found. Our presentation in this chapter summarises some of the key ideas found therein, but primarily focuses, in §3.3, on more recent developments.

This chapter is one of a collection of articles in significant part focussed on the so-called “unified transform” or “Fokas transform”, introduced by Fokas in 1997 [44]. This method is on the one hand an analytical transform technique which can be employed to solve linear BVPs with constant coefficients in canonical domains. But also this method, when applied in general domains, has many aspects in common with BIE and boundary element methods, in particular it reduces solution of the BVP to solution of an equation on the boundary $\Gamma$ for the unknown part of the Cauchy data ($u$ or its normal derivative on $\Gamma$), just as in the BIE method.

We discuss this methodology in §4. In particular, we describe how this method can be used to solve acoustic problems in interior domains (see also Spence [76] in this volume), proposing a new version of this method which computes the best approximation to the unknown boundary data from a space of restrictions of (generalised) plane waves to the boundary. We also discuss the application of this method to acoustic scattering problems, noting that the methodology applies in particular to so-called rough surface scattering problems, indeed has been developed independently as a numerical method for these problems by DeSanto and co-authors, in articles from 1981 onwards [33, 35, 36, 34, 5]. The numerical implementations we focus on have in common with the high frequency BEMs of §3.3 that they utilise oscillatory basis functions (restrictions of plane waves to $\Gamma$). The results reported in §4.2 from [5] suggest that, in terms of numbers of degrees of freedom required to achieve accurate approximations, these methods outperform standard BEMs for certain scattering problems.
2 Boundary integral equation formulations

In this section we state the BVPs introduced in §1 more precisely, and we reformulate them as BIEs. Given that many scatterers in applications have corners and edges, we will consider throughout domains $D \subset \mathbb{R}^d$ (with $d = 2$ or 3) that are Lipschitz, usually denoting the boundary of our domain $D$ by $\Gamma$. We denote the trace operator by $\gamma$, so that $\gamma u$ is just the restriction of $u$ to $\Gamma$ when $u$ is sufficiently regular, and the normal derivative operator by $\partial_\nu$, noting that $\partial_\nu u$ coincides with the classical definition of the normal derivative $\partial u/\partial \nu$ when $u$ is sufficiently regular (see [19, Appendix A] for more details). For further mathematical details on the results in this section, we refer particularly to [19, §2]. Our Sobolev space notations are defined precisely in [19, 65]. These notations are standard and we will not repeat them here except to note that, for a general open set $D$, following [65], $H^s(D)$, for $s \in \mathbb{R}$, will denote the space of restrictions to $D$ of elements
of $H^s(\mathbb{R}^d)$, while, for $n \in \mathbb{N}$, $W^n(D)$ will denote those $u \in L^2(D)$ whose partial derivatives of order $\leq n$ are also in $L^2(D)$: in particular $W^1(D) = \{u \in L^2(D) : \nabla u \in L^2(D)\}$. These notions coincide, that is $H^n(D) = W^n(D)$ (with equivalence of norms), when $D$ is Lipschitz [65], but we need to tread carefully where $D$ is not Lipschitz, for example when studying screen problems.

2.1 Acoustic BVPs

This paper is about scattering problems, which are predominantly BVPs in exterior domains. However, the BIE methods we use intimately make connections between problems in exterior and interior domains, so that we will also make mention of interior problems. (And we flag that, to introduce the unified transform in §4, we study its application first to interior problems in §4.1.) As alluded to above, we will formulate all of our BVPs in Sobolev space settings. We will consider as BVPs: interior and exterior Dirichlet and impedance problems for the Helmholtz equation (1) in the interior and exterior of Lipschitz domains; a Dirichlet problem in the exterior of a planar screen; and a particular Helmholtz transmission problem.

We state first, for $D$ a bounded Lipschitz domain, the **interior Dirichlet problem**:

Given $h \in H^{1/2}(\Gamma)$, find $u \in C^2(D) \cap H^1(D)$ such that (1) holds in $D$ and $\gamma u = h$ on $\Gamma$. (5)

Next, for $D$ a bounded Lipschitz domain, the **interior impedance problem**:

Given $h \in H^{-1/2}(\Gamma)$, and $\beta \in L^\infty(\Gamma)$ (with $\text{Re}[\beta] \geq 0$), find $u \in C^2(D) \cap H^1(D)$ such that (1) holds in $D$ and $\partial_\nu u - i k \beta \gamma u = h$ on $\Gamma$. (6)

Solvability results for (5) and (6) are well known (see, e.g., [28], [65, p.286], [19, Theorems 2.1, 2.3]). For the interior Dirichlet problem (5) there exists a sequence $0 < k_1 < k_2 < \cdots$ of positive wavenumbers, with $k_m \to \infty$ as $m \to \infty$, such that (5) with $h = 0$ has a non-trivial solution (so $-k_m^2$ is a Dirichlet eigenvalue of the Laplacian in $D$). For all other values of $k > 0$, (5) has exactly one solution. The same result holds for the Neumann problem ((6) with $\beta = 0$), with a different sequence of wavenumbers. The interior impedance problem (6) with $\text{Re}[\beta]$ not identically zero has exactly one solution.
Next we state the exterior BVPs. Suppose that $\Omega_+ \subset \mathbb{R}^d$ is an unbounded Lipschitz domain with boundary $\Gamma$, such that $\Omega_- := \mathbb{R}^d \setminus \overline{\Omega}_+$, $d = 2$ or $3$, is a bounded Lipschitz open set. The **exterior Dirichlet problem** is:

Given $h \in H^{1/2}(\Gamma)$, find $u \in C^2(\Omega_+) \cap H^1_{\text{loc}}(\Omega_+)$ such that (1) holds in $\Omega_+$, $\gamma u = h$ on $\Gamma$, and $u$ satisfies the radiation condition (4).

The **exterior impedance problem** is (where the normal $\nu$ here points out of $\Omega_-$ into the domain of propagation $\Omega_+$):

Given $h \in H^{-1/2}(\Gamma)$, and $\beta \in L^\infty(\Gamma)$ (with $\text{Re} [\beta] \geq 0$), find $u \in C^2(\Omega_+) \cap H^1_{\text{loc}}(\Omega_+)$ such that (1) holds in $\Omega_+$, $\partial_{\nu} u + i k \beta u = h$ on $\Gamma$, and $u$ satisfies the radiation condition (4).

Both problems (7) and (8) have exactly one solution (see, e.g., [28], [19, Theorem 2.10]).

In the above exterior Dirichlet problem the boundary $\Gamma$ is a closed surface, separating two Lipschitz open sets, $\Omega_+$ and $\Omega_-$. A variant, which models acoustic scattering by infinitely thin screens, is to consider the case where $\Gamma$ is an open surface, and the domain in which the BVP is to be solved lies on both sides of $\Gamma$. We will show results in §3.3 for the special case of a planar screen, when, for some bounded $C^0$ open subset $S \subset \mathbb{R}^{d-1}$,

$$\Gamma := \{(\tilde{x}, 0) : \tilde{x} \in S\}. \quad (9)$$

With $\Gamma$ given by (9) and $D := \mathbb{R}^d \setminus \Gamma$, the **Dirichlet screen problem** is:

Given $h \in H^{1/2}(\Gamma)$, find $u \in C^2(D) \cap W^1_{\text{loc}}(D)$ such that (1) holds in $D$, $\gamma_{\pm} u = h$ on $\Gamma$, and $u$ satisfies the radiation condition (4).

In the above formulation $\gamma_{\pm}$ are the trace operators onto the plane $x_d = 0$ containing $\Gamma$ from the upper and lower half-planes, respectively. That this problem is well-posed dates back at least to Stephan [81] in the case that $S$ is a $C^\infty$ open set; this result is extended to the case that $S$ is merely $C^0$ in [20].

Finally we formulate a transmission problem for the Helmholtz equation. Let $\Omega_-$ be a bounded Lipschitz open set, $\Omega_+ := \mathbb{R}^d \setminus \overline{\Omega}_-$, $\Gamma$ be the common boundary of $\Omega_+$ and $\Omega_-$, and suppose that $k$ in (1) is a function of position.
rather than constant: precisely that, for some constants \( k_+ > 0 \) and \( k_- \in \mathbb{C} \) with \( \text{Re} [k_-] > 0 \) and \( \text{Im} [k_-] \geq 0 \), \( k(x) = k_+ \) in \( \Omega_+ \) and \( k(x) = k_- \) in \( \Omega_- \).

The **Helmholtz transmission problem** we consider is:

\[
\text{Given } h \in H^{1/2}(\Gamma), \ g \in H^{-1/2}(\Gamma), \ \text{find } u \in C^2(\Omega_+ \cup \Omega_-) \cap W^{1,1}_{\text{loc}}(\Omega_+ \cup \Omega_-) \text{ such that } (1) \text{ holds in } \Omega_+ \cup \Omega_-; \ g \quad \text{on } \Gamma, \ \text{and } u \text{ satisfies the radiation condition (4).}
\]

Here \( \gamma_+ u \) and \( \gamma_- u \) are the traces of \( u \), and \( \partial_\nu^\pm u \) the normal derivatives, taken from the \( \Omega_+ \) and \( \Omega_- \) sides, respectively. That this BVP has exactly one solution is shown for the case in which \( \Omega_- \) is a \( C^2 \) domain in [28], and the argument there easily extends to the Lipschitz case. We recall from the introduction that the different values for \( k \) in \( \Omega_\pm \) correspond physically to different wave speeds; allowing \( k_- \) to have a positive imaginary part models an interior medium which dissipates energy as the wave propagates. We remark that [28] (and many other authors) consider a more general case with \( \gamma_+ u - \gamma_- u = h \) replaced by \( \mu_+ \gamma_+ u - \mu_- \gamma_- u = h \), for some constants \( \mu_\pm \in \mathbb{C} \), which models a jump in density in addition to wave speed across \( \Gamma \).

### 2.2 Acoustic scattering problems

In acoustic scattering problems one is interested in computing the scattered acoustic field \( u^S \) produced when an incident field \( u^I \in L^1_{\text{loc}}(\mathbb{R}^d) \) interacts with some obstacle or obstacles (the scatterer) occupying the closed set \( \Omega \) (with surface \( \Gamma \)), such that \( \Omega_+ := \mathbb{R}^d \setminus \Omega \) is an unbounded domain. One assumes that the incident field itself is a solution of the Helmholtz equation, precisely that it satisfies (1) in some neighbourhood \( G \) of \( \Omega \), in which case also \( u^I|_G \in C^\infty(G) \). We will refer throughout to the sum \( u := u^I + u^S \) as the **total acoustic field** (total field for short).

In many applications, the incident field is generated by a point source, i.e., for some \( z \in \mathbb{R}^d \setminus \Omega \),

\[
u^I(x) = \Phi_k(x, z), \quad x \in \mathbb{R}^d \setminus \{z\},
\]

where \( \Phi_k \) is the fundamental solution of the Helmholtz equation, given, in the two-dimensional (2D) and three-dimensional (3D) cases, by

\[
\Phi_k(x, y) := \begin{cases} 
\frac{i}{4} H^{(1)}_0(k|x - y|), & d = 2, \\
\exp(ik|x - y|) \cdot \frac{1}{4\pi|x - y|}, & d = 3,
\end{cases}
\]
for \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^d, \mathbf{x} \neq \mathbf{y} \), where \( H_\nu^{(1)} \) denotes the Hankel function of the first kind of order \( \nu \). To represent a source far from the scatterer, the incident field can be taken to be a plane wave, i.e., for some \( \hat{\mathbf{a}} \in \mathbb{R}^d \) with \( |\hat{\mathbf{a}}| = 1 \),

\[
u^I(\mathbf{x}) = \exp(i k \mathbf{x} \cdot \hat{\mathbf{a}}), \quad \mathbf{x} \in \mathbb{R}^d.
\]

(13)

The scattering problems we consider are then particular cases of some of the BVPs above, namely the exterior Dirichlet and impedance problems, the Dirichlet screen problem, and the transmission problem. The **sound-soft scattering problem** is:

Find \( u^S \in C^2(\Omega_+) \cap H^1_{\text{loc}}(\Omega_+) \) such that (1) holds in \( \Omega_+ \),

\[
\gamma u = 0 \quad \text{on } \Gamma \quad \text{(so } \gamma u^S = -u^I|_{\Gamma}),
\]

and \( u^S \) satisfies the radiation condition (4).

(14)

The **impedance scattering problem** is:

Find \( u^S \in C^2(\Omega_+) \cap H^1_{\text{loc}}(\Omega_+) \) such that (1) holds in \( \Omega_+ \),

\[
(\partial_\nu + ik\beta)u^S|_{\Gamma} = -(\partial_\nu + ik\beta)u^I|_{\Gamma},
\]

and \( u^S \) satisfies the radiation condition (4).

(15)

The **screen scattering problem** we consider is (where \( \Gamma \) is given by (9) and \( D = \mathbb{R}^d \setminus \Gamma \)):

Find \( u^S \in C^2(D) \cap W^1_{\text{loc}}(D) \) such that (1) holds in \( D \),

\[
\gamma u = 0 \quad \text{on } \Gamma \quad \text{(so } \gamma u^S = -u^I|_{\Gamma}),
\]

and \( u^S \) satisfies the radiation condition (4).

(16)

Finally the **transmission scattering problem** we consider is (where \( k(x) = k_+ \) in \( \Omega_+ \) and \( k(x) = k_- \) in \( \Omega_- \)):

Find \( u \in C^2(\Omega_+ \cup \Omega_-) \cap W^1_{\text{loc}}(\Omega_+ \cup \Omega_-) \) such that (1) holds in \( \Omega_+ \cup \Omega_- \), \( \gamma_+ u = \gamma_- u \) and \( \partial_\nu^+ u = \partial_\nu^- u \) on \( \Gamma \),

and \( u^S \) satisfies the radiation condition (4).

(17)

### 2.3 BIE formulations

As above, suppose that \( \Omega_- \) is a bounded Lipschitz open set with boundary \( \Gamma \) such that \( \Omega_+ := \mathbb{R}^d \setminus \Omega_- \) is a Lipschitz domain, and let \( \nu(\mathbf{x}) \) denote the unit normal at \( \mathbf{x} \in \Gamma \) directed into \( \Omega_+ \). To formulate BIEs for (1), we
introduce the single-layer potential operator $S_k : H^{-1/2}(\Gamma) \to H^1_{\text{loc}}(\mathbb{R}^d)$ and the double-layer potential operator $D_k : H^{1/2}(\Gamma) \to H^1_{\text{loc}}(\Omega \pm)$, defined by

$$S_k \phi(x) := \int_\Gamma \Phi_k(x, y) \phi(y) \, ds(y), \quad x \in \mathbb{R}^d \setminus \Gamma,$$

and

$$D_k \phi(x) := \int_\Gamma \frac{\partial \Phi_k(x, y)}{\partial \nu(y)} \phi(y) \, ds(y), \quad x \in \mathbb{R}^d \setminus \Gamma,$$

respectively, where the normal $\nu$ is directed into $\Omega_+$. These layer potentials provide solutions to (1) in $\mathbb{R}^d \setminus \Gamma$; moreover, they also automatically satisfy the radiation condition (4). In general all the standard BVPs for the Helmholtz equation (1) can be formulated as integral equations on $\Gamma$ using these layer potentials.

Specifically, we can use Green’s representation theorems, which lead to so-called direct BIE formulations (as we shall see in §3.3 these lend themselves particularly well to efficient approximation strategies when $k$ is large). Denoting the exterior and interior trace operators, from $\Omega_+$ and $\Omega_-$, respectively, by $\gamma_+$ and $\gamma_-$, and the exterior and interior normal derivative operators by $\partial^+_\nu$ and $\partial^-_\nu$, respectively, we have the following result for interior problems (see [19, Theorem 2.20]).

**Theorem 2.1.** If $u \in H^1(\Omega_-) \cap C^2(\Omega_-)$ and, for some $k \geq 0$, $\Delta u + k^2 u = 0$ in $\Omega_-$, then

$$S_k \partial^-_\nu u(x) - D_k \gamma_- u(x) = \begin{cases} u(x), & x \in \Omega_-, \\ 0, & x \in \Omega_. \end{cases} \quad (18)$$

The following is the corresponding result for exterior problems (see [19, Theorem 2.21]).

**Theorem 2.2.** If $u \in H^1_{\text{loc}}(\Omega_+) \cap C^2(\Omega_+)$ and, for some $k > 0$, $\Delta u + k^2 u = 0$ in $\Omega_+$ and $u$ satisfies the Sommerfeld radiation condition (4) in $\Omega_+$, then

$$-S_k \partial^+_\nu u(x) + D_k \gamma_+ u(x) = \begin{cases} u(x), & x \in \Omega_+, \\ 0, & x \in \Omega_. \end{cases} \quad (19)$$

The formulae (18) and (19) lie at the heart of boundary integral methods. Each expresses the solution throughout the domain in terms of its Dirichlet and Neumann traces on the boundary. Thus for Dirichlet problems, if the Neumann data can be computed then these formulae immediately give a
representation for the solution anywhere in the domain. Likewise, for Neumann or impedance problems, knowledge of the Dirichlet data is sufficient to determine the solution anywhere in the domain.

In order to derive BIEs for (1), for which the “unknown” to be computed will be the complementary boundary data required to complete the representation formula for the solution, we need to take Dirichlet and Neumann traces of (18) and (19). First, we define the acoustic single- and double-layer operators, $S_k : H^{-1/2}(\Gamma) \to H^{1/2}(\Gamma)$ and $D_k : H^{1/2}(\Gamma) \to H^{-1/2}(\Gamma)$, by

$$S_k \phi(x) := \int_{\Gamma} \Phi_k(x, y) \phi(y) ds(y), \quad x \in \Gamma,$$  

(20)

and

$$D_k \phi(x) := \int_{\Gamma} \frac{\partial \Phi_k(x, y)}{\partial \nu(y)} \phi(y) ds(y), \quad x \in \Gamma,$$

respectively, where for Lipschitz $\Gamma$ and $\phi \in H^{1/2}(\Gamma)$, $D_k \phi$ is understood as a Cauchy principal value integral. These appear on taking boundary traces of $S_k$ and $D_k$. When we apply the normal derivative operator $\partial_\nu$ to $S_k$ and $D_k$, we encounter two additional boundary integral operators, the acoustic adjoint double-layer operator $D'_k : H^{-1/2}(\Gamma) \to H^{-1/2}(\Gamma)$ and the acoustic hypersingular operator $H_k : H^{1/2}(\Gamma) \to H^{-1/2}(\Gamma)$, defined by

$$D'_k \phi(x) := \int_{\Gamma} \frac{\partial \Phi_k(x, y)}{\partial \nu(x)} \phi(y) ds(y),$$

(21)

and

$$H_k \phi(x) := \frac{\partial}{\partial \nu(x)} \int_{\Gamma} \frac{\partial \Phi_k(x, y)}{\partial \nu(y)} \psi(y) ds(y),$$

respectively. For Lipschitz $\Gamma$ and $\phi \in L^2(\Gamma)$, (21) makes sense as a Cauchy principal value integral, for almost all $x \in \Gamma$, while, for $\psi \in H^1(\Gamma)$, $H_k \psi \in L^2(\Gamma)$ is defined in the sense explained in [19, §2.3].

The following jump relations are shown in [65], [19, §2.3]. As operators on $H^{-1/2}(\Gamma)$,

$$\gamma_{\pm} S_k = S_k, \quad \partial_{\nu}^{\pm} S_k = \mp \frac{1}{2} I + D'_k,$$  

(22)

where $I$ is the identity operator. Similarly, as operators on $H^{1/2}(\Gamma)$, we have

$$\gamma_{\pm} D_k = \pm \frac{1}{2} I + D_k, \quad \partial_{\nu}^{\pm} D_k = H_k.$$  

(23)

Applying the Dirichlet and Neumann trace operators to (18) and (19), and using (22) and (23), we obtain the Calderón projection:

$$c_{\pm} u = P_{\pm} c_{\pm} u,$$  

(24)
where \( c_{\pm} = [\gamma_{\pm} u, \partial_{\nu}^\pm u]^T \) is the Cauchy data for \( u \) on \( \Gamma \), and
\[
P_{\pm} = \pm \begin{bmatrix} \gamma_{\pm} D_k & -\gamma_{\pm} S_k \\ \partial_{\nu}^\pm D_k & -\partial_{\nu}^\pm S_k \end{bmatrix} = \frac{1}{2} I \pm \begin{bmatrix} D_k & -S_k \\ H_k & -D_k' \end{bmatrix},
\]
where \( I \) is the \((2 \times 2)\) matrix identity operator. Explicitly, we can rewrite the equations (24) as
\[
(D_k - \frac{1}{2} I) \gamma_+ u - S_k \partial_{\nu}^+ u = 0
\]
and
\[
H_k \gamma_+ u - (D_k' + \frac{1}{2} I) \partial_{\nu}^+ u = 0,
\]
for the exterior problem, and
\[
(D_k + \frac{1}{2} I) \gamma_- u - S_k \partial_{\nu}^- u = 0
\]
and
\[
H_k \gamma_- u - (D_k' - \frac{1}{2} I) \partial_{\nu}^- u = 0,
\]
for the interior problem. Each of these equations is a linear relationship between the components \( \gamma_{\pm} u \) and \( \partial_{\nu}^\pm u \) of the Cauchy data \( c_{\pm} u \). These key results can be summarised in the following lemma [19, Lemma 2.22].

**Lemma 2.3.** If \( u \in H^1(\Omega_-) \cap C^2(\Omega_-) \) and, for some \( k > 0 \), \( \Delta u + k^2 u = 0 \) in \( \Omega_- \), then \( P_- c_- u = c_- u \). Similarly, if \( u \in H^1_{\text{loc}}(\Omega_+) \cap C^2(\Omega_+) \) and, for some \( k > 0 \), \( \Delta u + k^2 u = 0 \) in \( \Omega_+ \), then \( u \) satisfies the Sommerfeld radiation condition (4) in \( \Omega_+ \), then \( P_+ c_+ u = c_+ u \).

This lemma is the basis for all the standard direct BIE formulations for interior and exterior acoustic BVPs. For example, if \( u \) satisfies the exterior Dirichlet problem (7), then it follows immediately from Lemma 2.3 that \( \partial_{\nu}^+ u \) satisfies both
\[
S_k \partial_{\nu}^+ u = (D_k - \frac{1}{2} I) h
\]
and
\[
(D_k' + \frac{1}{2} I) \partial_{\nu}^+ u = H_k h.
\]
Similarly, if \( u \) satisfies the interior Dirichlet problem (5), then it follows from Lemma 2.3 that
\[
S_k \partial_{\nu}^- u = (D_k + \frac{1}{2} I) h
\]
and
\[
(D_k' - \frac{1}{2} I) \partial_{\nu}^- u = H_k h.
\]
All these equations are BIEs of the form

$$Av = f$$

(29)

where $A$ is a linear boundary integral operator, or a linear combination of such operators and the identity, $v$ is the solution to be determined and $f$ is given data. Noting that the same operator $A$ can arise from both interior and exterior problems, it is immediately apparent that, although exterior acoustic problems are generically uniquely solvable, the natural BIE formulations of these problems need not be uniquely solvable for all wavenumbers $k$. As a specific instance, we noted above that the homogeneous interior Dirichlet problem has non-trivial solutions at a sequence $k_n$ of positive wavenumbers. If $k = k_n$ and $u$ is such a solution then $\partial_\nu u$ is a non-trivial solution of (28) with $h = 0$ (see, e.g., [19, Theorem 2.4]) and so, for $k = k_n$, the BIE (26) for the exterior Dirichlet problem (7) has infinitely many solutions.

Similar BIE formulations (with the same problems of non-uniqueness) can be derived by utilising the fact that the layer potentials satisfy (1) and (4); to satisfy the BVPs, it just remains to take the Dirichlet or Neumann trace of the layer potentials (using the jump relations as above), and then to match with the boundary data. The resulting formulations are known as indirect BIEs; we do not discuss these further here. As discussed above we will focus on direct formulations in which the unknown to be determined is the normal derivative or trace of the solution in the domain; it is possible as we discuss in §3.3 to bring high frequency asymptotics to bear to understand the behaviour of these solutions and so design efficient approximation spaces.

In order to derive uniquely solvable BIE formulations, the classical approach (dating back to [17] for the direct and [11, 63, 70] for the indirect formulation) is to solve a linear combination of the two equations arising for each problem from the Calderón projection. Taking a linear combination of (26) and (27), we obtain

$$A'_{k,\eta} \partial_\nu^+ u = B_{k,\eta} h,$$

(30)

where $\eta \in \mathbb{C}$ is a parameter that we need to choose and $A'_{k,\eta}$, $B_{k,\eta}$ are the operators

$$A'_{k,\eta} = \frac{1}{2} I + D'_k - i\eta S_k \quad \text{and} \quad B_{k,\eta} = H_k + i\eta \left( \frac{1}{2} I - D_k \right).$$

Both $A'_{k,\eta}$ and $B_{k,\eta}$ are invertible (considered as operators between appropriate pairs of Sobolev spaces) for all $k > 0$ provided $\text{Re} \, \eta \neq 0$, see e.g. [19, Theorem 2.27].
The corresponding direct formulation for the exterior impedance problem is

\[ C_{k,\eta,\beta}^{\gamma+} u = A_{k,\eta}^{\gamma+} h, \]  

where

\[ C_{k,\eta,\beta}^{\eta} : B_{k,\eta}^{\eta} + i k A_{k,\eta}^{\eta} (\beta \phi), \quad \phi \in H^{1/2}(\Gamma), \]  

is invertible (considered as an operator between an appropriate pair of Sobolev spaces) for all \( k > 0 \) provided \( \text{Re} \eta \neq 0 \); again see [19, Theorem 2.27].

That the exterior Dirichlet, Neumann and impedance BVPs can be solved by combined potential direct integral equation formulations follows from, e.g., [19, Corollary 2.28]. Specifically:

**Corollary 2.4.** Suppose that \( k > 0 \) and \( \eta \in \mathbb{C} \) with \( \text{Re} \eta \neq 0 \). Then both the following statements hold.

(i) If \( u \) is the unique solution of (7) then \( \partial^{\gamma+} u \in H^{-1/2}(\Gamma) \) is the unique solution of (30). Further, if \( h = \gamma+ u \in H^s(\Gamma) \) with \( 1/2 < s \leq 1 \) then \( \partial^{\gamma+} u \in H^{s-1}(\Gamma) \).

(ii) If \( u \) is the unique solution of (8) then \( \gamma+ u \in H^{1/2}(\Gamma) \) is the unique solution of (31). Further, if \( h = \gamma+ u \in H^s(\Gamma) \) with \( -1/2 < s \leq 0 \) then \( \gamma+ u \in H^{s+1}(\Gamma) \).

Although the combined potential integral equations (30) and (31) are the most common integral equation formulations for exterior Dirichlet and impedance scattering problems, other formulations are possible. One that is of particular interest for boundary element methods is the so called “star-combined integral equation”, proposed for the exterior Dirichlet problem in the case when \( \Omega_- \) is star-shaped with respect to an appropriately chosen origin in [77].

Specifically, if \( u \) satisfies the exterior Dirichlet problem (7) with \( h \in H^1(\Gamma) \), then for \( \eta(x) := k|x| + i(d - 1)/2, \ x \in \Gamma \), we have

\[ \mathcal{A}_k \partial^{\gamma+} u = (x \cdot [\nu H_k + \nabla \Gamma D_k - \frac{1}{2} \nabla \Gamma] - i \eta \left(-\frac{1}{2} I + D_k\right)) h, \]  

where the “star-combined” operator \( \mathcal{A}_k : L^2(\Gamma) \to L^2(\Gamma) \) is defined by

\[ \mathcal{A}_k := x \cdot \nu \left(\frac{1}{2} I + D_k\right) + x \cdot \nabla \Gamma S_k - i \eta S_k. \]  

It is shown in [77] that, if \( \Omega_- \) is star-shaped with respect to the origin, specifically if, for some \( c > 0 \),

\[ x \cdot \nu \geq c, \quad \text{for almost all } x \in \Gamma, \]  
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then \( \mathcal{A}_k : L^2(\Gamma) \to L^2(\Gamma) \) is invertible with \( \| \mathcal{A}_k^{-1} \|_{L^2(\Gamma) \leftrightarrow L^2(\Gamma)} \leq 2/c. \) Indeed, \( \mathcal{A}_k : L^2(\Gamma) \to L^2(\Gamma) \) is in fact coercive, as defined in §3 below, a much stronger property whose significance for numerical solution is explained in §3.

Turning to the Dirichlet screen problem (10), it follows easily from Theorem 2.2 that, where \( \Gamma \) has the form (9) and \( D := \mathbb{R}^d \setminus \Gamma, \) if \( u \in W^1_{\text{loc}}(D) \cap C^2(D) \) and, for some \( k > 0, \Delta u + k^2 u = 0 \) in \( D \) and \( u \) satisfies the Sommerfeld radiation condition (4) in \( D, \) then

\[
-S_k [\partial_\nu u](x) + D_k[u](x) = u(x), \quad x \in D,
\]

where \([u] := \gamma_+ u - \gamma_- u \in \tilde{H}^{1/2}(\Gamma)\) and \([\partial_\nu u] := \partial_\nu^+ u - \partial_\nu^- u \in \tilde{H}^{-1/2}(\Gamma)\) denote the jumps in \( u \) and its normal derivative across the plane \( x_d = 0 \) containing \( \Gamma. \) Here the normal is directed in the \( x_d \) direction and, for \( s \in \mathbb{R}, \) the “tilde” space \( \tilde{H}^s(\Gamma) \) denotes the set of those \( \phi \in H^s(\mathbb{R}^{d-1}) \) (here we are identifying \( \mathbb{R}^{d-1} \) with the plane containing \( \Gamma) \) that have support in \( \Gamma. \) It is clear that the jumps in \( u \) and its normal derivative across the plane \( x_d = 0, \) which are zero outside the screen, are in these “tilde” spaces. Thus if \( u \) satisfies the Dirichlet screen problem, in which case \([u] = 0 \) (see [20, §3.3]), it holds that

\[
u(x) = -S_k [\partial_\nu u](x), \quad x \in D,
\]

and, taking traces, that

\[
S_k [\partial_\nu u](x) = -h(x), \quad x \in \Gamma.
\]

The operator \( S_k \) in this equation, defined on the screen \( \Gamma \) by (20), is bounded and invertible as an operator \( S_k : \tilde{H}^{-1/2}(\Gamma) \to H^{1/2}(\Gamma); \) see [81, 20]. Indeed as noted in [29] (this result uses that \( \Gamma \) is planar, and is derived by applying the Fourier transform which diagonalises \( S_k; \) see [20]), and noting that \( H^s(\Gamma) \) is the dual space of \( \tilde{H}^{-s}(\Gamma) \) (see [65, 20]), \( S_k : \tilde{H}^{-1/2}(\Gamma) \to H^{1/2}(\Gamma), \) like the operator \( \mathcal{A}_k \) introduced above, is coercive in the sense of §3.1 below, moreover with the \( k \)-dependence of the coercivity constants understood in each case.

We remark that it is often considered surprising that it is possible to write down coercive formulations of BVPs for the Helmholtz equation, which BVPs are often considered to be “highly indefinite”, at least in the high frequency regime; see the discussion in [67].

If \( u \) satisfies the transmission problem (11), then both representations (18) and (19) hold. Applying (22) and (23) we deduce that a linear operator equation of the form (29) holds for the unknown \( v = [\gamma_+ u, \partial_\nu^+ u]^T \in \)
\[ H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma), \]
with
\[
A = \begin{bmatrix}
I + D_{k_+} - D_{k_-} & S_{k_+} - S_{k_-} \\
H_{k_+} - H_{k_-} & I + D'_{k_+} - D'_{k_-}
\end{bmatrix},
\]
\[
f = \begin{bmatrix}
-\frac{1}{2}h - D_{k_-}h + S_{k_-}g \\
-\frac{1}{2}g + D'_{k_-}g - H_{k_-}h
\end{bmatrix}.
\]
(38)

The operator \( A \) is bounded and invertible as an operator on \( H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma) \), but also, adapting arguments of [82], as an operator on \( H^1(\Gamma) \times L^2(\Gamma) \), and as an operator on \( L^2(\Gamma) \times L^2(\Gamma) \) [50].

We conclude this section by stating precisely direct boundary integral equation formulations for the sound-soft, impedance, screen, and transmission scattering problems, (14), (15), (16), and (17). These follow immediately from: the integral equation formulations (30) and (33) for the sound-soft scattering problem (14), and (37) for the screen problem (16), in each case applying these equations with \( u \) replaced by \( u^S \) and \( h = -u^I|_{\Gamma} \); from the integral equation (31) for the impedance scattering problem, with \( u \) replaced by \( u^S \) and \( h = -(\partial_{\nu} + ik\beta)u^I|_{\Gamma} \); and from (29) and (38) for the transmission problem (17), with \( u \) replaced by \( u^s \) defined as \( u^S \) in \( \Omega_+ \) and \( u \) in \( \Omega_- \), and \( h = -u^I|_{\Gamma}, g = -\partial_{\nu} u^I|_{\Gamma} \). But thanks to the special form of the boundary data \( h \) and \( g \), we can work with versions of these integral equations with simplified expressions for the inhomogeneous terms. Specifically (see, e.g., [19, Theorem 2.43]), in the case that \( u^S \) satisfies the sound-soft scattering problem (14) it holds that \( \partial_+^\nu u \in L^2(\Gamma) \) and
\[
\begin{split}
u(x) = u^I(x) - \int_\Gamma \Phi_k(x, y) \partial_+^\nu u(y) \, ds(y), \quad x \in \Omega_+;
\end{split}
\]
(39)
similarly, if \( u^S \) satisfies the screen scattering problem (16), then \( [\partial_\nu u] \in \tilde{H}^{-1/2}(\Gamma) \) and
\[
\begin{split}
u(x) = u^I(x) - \int_\Gamma \Phi_k(x, y) [\partial_\nu u](y) \, ds(y), \quad x \in D.
\end{split}
\]
(40)

In the case that \( u^S \) satisfies the impedance scattering problem (15) it holds that \( \gamma_+ u \in H^1(\Gamma) \) and
\[
\begin{split}
u(x) = u^I(x) + \int_\Gamma \left( \frac{\partial \Phi_k(x, y)}{\partial \nu(y)} + ik\beta(y)\Phi_k(x, y) \right) \gamma_+ u(y) \, ds(y), \quad x \in \Omega_+.
\end{split}
\]
(41)

Finally, in the case that \( u \) satisfies the transmission scattering problem (17) it holds that \( \gamma_+ u = \gamma_- u \in H^1(\Gamma) \) and \( \partial_+^\nu u = \partial^\nu_- u \in L^2(\Gamma) \), and (e.g., [50])
\[
\begin{split}
u(x) = u^I(x) + \int_\Gamma \left( \frac{\partial \Phi_k(x, y)}{\partial \nu(y)} \gamma_+ u(y) - \Phi_k(x, y) \partial_+^\nu u(y) \right) \, ds(y), \quad x \in \Omega_+.
\end{split}
\]
(42)
while (18) holds in $\Omega_-$.

The direct versions of the combined potential equations are then the integral equation (30) for the sound-soft problem (with $u$ replaced by $u^S$ and $h = -u^I|_{\Gamma}$) and (31) for the impedance scattering problem (with $u$ replaced by $u^S$ and $h = - (\partial_\nu + ik\beta\gamma)u^I|_{\Gamma}$). Versions of these equations with simplified expressions for the inhomogeneous terms on the right hand side are as follows (see, e.g., [19, Theorems 2.46, 2.47]). Suppose that $u^S$ satisfies the sound-soft scattering problem (14). Then $\partial_\nu^+ u \in L^2(\Gamma)$ satisfies the integral equation

$$A'_{k,\eta} \partial_\nu^+ u = f_{k,\eta} := [\partial_\nu^+ u^I - i\eta u^I]|_{\Gamma},$$

and this equation is uniquely solvable for all $k > 0$ if $\text{Re} \eta \neq 0$. In the case that $\Omega_-$ is star-shaped with respect to the origin, satisfying (35) for some $c > 0$, and $\eta(x) := k|x| + i(d-1)/2$, $x \in \Gamma$, an alternative boundary integral equation formulation is

$$\mathcal{A}_k \partial_\nu^+ u = f_k := [x \cdot \nabla u^I - i\eta u^I]|_{\Gamma},$$

with $\mathcal{A}_k$ defined by (34), and this equation is uniquely solvable for all $k > 0$. We will refer to (44) as the *star-combined* integral equation.

If $u^S$ satisfies the impedance scattering problem (8) and $\eta \in \mathbb{C}$, then $\gamma_+ u \in H^1(\Gamma)$ satisfies the integral equation

$$C_{k,\eta,\beta} \gamma_+ u = - \left[ \frac{\partial u^I}{\partial \nu} - i\eta u^I \right]|_{\Gamma},$$

with $C_{k,\eta,\beta}$ defined by (32). If $\text{Re} \eta \neq 0$ then $\gamma_+ u$ is the unique solution in $H^{1/2}(\Gamma)$ of this equation. If $u^S$ satisfies the screen scattering problem (16) then, from (37), it follows that $[\partial_\nu u] \in H^{-1/2}(\Gamma)$ satisfies

$$S_k [\partial_\nu u] = u^I|_{\Gamma}.$$  

Finally, if $u$ satisfies the transmission scattering problem (17) then (29) holds for $v = [\gamma_+ u, \partial_\nu^+ u]^T \in H^1(\Gamma) \times L^2(\Gamma)$ with $A$ given by (38) and $f = [u^I|_{\Gamma}, \partial_\nu u^I|_{\Gamma}]$ [50].

### 3 The boundary element method

In this section we describe methods for the numerical solution of integral equations of the form (29), i.e.

$$Av = f,$$  

(47)
where $A : \mathcal{V} \to \mathcal{V}'$ is a linear boundary integral operator mapping some Hilbert space $\mathcal{V}$ to its dual space $\mathcal{V}'$, or a linear combination of such operators and the identity, $v \in \mathcal{V}$ is the solution to be determined and $f \in \mathcal{V}'$ is given data. Specifically: for the integral equation (43), we have $A = A_{k,\eta}$, $\mathcal{V} = \mathcal{V}' = L^2(\Gamma)$, $v = \partial_\nu^+ u$, and $f = f_{k,\eta}$; for (44), we have $A = A_k$, $\mathcal{V} = \mathcal{V}' = L^2(\Gamma)$, $v = \partial_\nu^+ u$, and $f = f_k$; for (45), we have $A = C_{k,\eta,\beta}$, $\mathcal{V} = H^{1/2}(\Gamma)$, $\mathcal{V}' = H^{-1/2}(\Gamma)$, $v = \gamma + u$, and $f = f_{k,\eta,\beta}$; and for (46) we have $A = S_k$, $\mathcal{V} = H^{1/2}(\Gamma)$, $\mathcal{V}' = H^{-1/2}(\Gamma)$, $v = [\partial_\nu u]$ and $f = [u I]_{\Gamma}$.

In order that the equation we are solving is well-posed, it is important that the boundary integral operator $A$ is invertible. In order to prove convergence of numerical schemes and deduce error estimates, additional properties of the operator are also required, as we discuss below.

The most commonly used methods for the solution of equations of the form (47) arising from scattering problems are Galerkin, collocation and Nyström schemes. For an operator equation of the form (47) the Galerkin method consists of choosing a finite dimensional approximating space $\mathcal{V}_N \subset \mathcal{V}$ and then seeking an approximate solution $v_N \in \mathcal{V}_N$ such that

$$\langle Av_N, w_N \rangle = \langle f, w_N \rangle,$$

for all $w_N \in \mathcal{V}_N$, (48)

where, for $f \in \mathcal{V}'$, $w \in \mathcal{V}$, $\langle f, w \rangle$ denotes the action of the functional $f$ on $w$. In all of the examples we consider below, this duality pairing is just the $L^2$ inner product. In terms of practical implementation, this requires two integrations (corresponding to the integral operator $A$ and the duality pairing on the left hand side); to avoid this, the collocation or Nyström methods are often preferred. For an operator equation of the form (47), with $A : L^\infty(\Gamma) \to L^\infty(\Gamma)$, the collocation method consists of choosing a finite dimensional approximating space $\mathcal{V}_N$, and a set of $N$ distinct node points $x_1, \ldots, x_N \in \Gamma$, and then seeking an approximate solution $v_N \in \mathcal{V}_N$ such that

$$Av_N(x_i) = f(x_i) \text{ for } i = 1, \ldots, N.$$

The Nyström method is even simpler - it consists of just discretising the integral operator in (47) directly, via a quadrature rule, i.e. solving

$$A_Nv_N = f,$$

where $A_N$, $N = 1, 2, \ldots$, represents a convergent sequence of numerical integration operators (see, e.g., [60, Chapter 12]).
Although Nyström and collocation methods are both simpler to implement than Galerkin methods, we focus on the Galerkin method here. One part of the rationale for this choice is that a key step (and our major focus below) in designing both Galerkin and collocation methods is designing subspaces $V_N$ that can approximate the solution accurately, with a relatively low number of degrees of freedom $N$. Everything we say below about designing $V_N$ for the Galerkin method applies equally to the collocation method, and indeed to other numerical schemes where we select the numerical solution from an approximating subspace. The second part of our rationale is that, for collocation and Galerkin and other related methods, choosing a subspace from which we select the numerical solution is only part of the story. We have also to design our numerical scheme so that the numerical solution selected is “reasonably close” to the best possible approximation from the subspace. It is only for the Galerkin method that any analysis tools have been developed that can guarantee that this is the case for the hybrid numerical-asymptotic schemes we will describe in §3.3 below, leading to guaranteed convergence and error bounds, at least for some problems and geometries, that we discuss in §3.3. (In fairness we should note that, while it is not known how to carry out the complete error analysis needed, numerical experiments suggest that both Nyström [12, 48, 14] and collocation [4] hybrid methods can be as effective as Galerkin methods for numerical solution of certain high frequency scattering problems.) The last part of our rationale is that, solving many of the implementation issues for users, open source Galerkin BEM software is becoming available, for example the boundary element software package BEM++ that exclusively uses Galerkin methods, which we discuss a little more in §3.2 below.

### 3.1 The Galerkin method

In this section we present a general framework for the solution of (47) by the Galerkin method, and we begin by writing it in weak form as follows: find $v \in V$ such that

$$\langle Av, w \rangle = \langle f, w \rangle, \quad \text{for all } w \in V.$$  (49)

The Galerkin method for approximating (49) then seeks a solution $v_N \in V_N \subset V$, where $V_N$ is a finite-dimensional subspace, requiring that

$$\langle Av_N, w_N \rangle = \langle f, w_N \rangle, \quad \text{for all } w_N \in V_N.$$  (50)

The standard analysis of Galerkin methods assumes that the operator $A : V \to V'$ is injective and takes the form $A = B + C$, where $C : V \to V'$ is
compact and $B : \mathcal{V} \to \mathcal{V}'$ is coercive, by which we mean that, for some $\alpha > 0$ (the coercivity constant),

$$|\langle Bv, v \rangle| \geq \alpha \|v\|_{\mathcal{V}}^2, \quad \text{for all } v \in \mathcal{V}. \quad (51)$$

In this case we say that $A$ is a compactly perturbed coercive operator and the following theorem holds (see, e.g., [80, Theorem 8.11]).

**Theorem 3.1.** Suppose the bounded linear operator $A : \mathcal{V} \to \mathcal{V}'$ is a compactly perturbed coercive operator and is injective. Suppose moreover that $(\mathcal{V}_N)_{N \in \mathbb{N}}$ is a sequence of approximation spaces converging to $\mathcal{V}$ in the sense that

$$\inf_{w_N \in \mathcal{V}_N} \|w - w_N\|_{\mathcal{V}} \to 0 \quad \text{as } N \to \infty,$$

for every $w \in \mathcal{V}$. Then there exists $N_0 \in \mathbb{N}$ and $C > 0$ such that, for $N \geq N_0$, (50) has exactly one solution $v_N \in \mathcal{V}_N$, which satisfies the quasi-optimal error estimate

$$\|v - v_N\|_{\mathcal{V}} \leq C \inf_{w_N \in \mathcal{V}_N} \|v - w_N\|_{\mathcal{V}}. \quad (52)$$

This theorem is relevant to the combined potential integral equation (45) for the impedance scattering problem, for general Lipschitz $\Gamma$, since $C_{k,\eta,\beta} : H^{1/2}(\Gamma) \to H^{-1/2}(\Gamma)$ is a compactly perturbed coercive operator and is also injective for all $k > 0$ if $\text{Re } \eta \neq 0$ (see [65, Theorem 7.8] and [19, Theorem 2.27]). Theorem 3.1 also applies to the integral equation (43) for the sound-soft scattering problem if $\Gamma$ is $C^1$, and also, for the 2D case, if $\Gamma$ is Lipschitz and a curvilinear polygon (see [19, §2.11] for details). However, it cannot be applied directly to (43) for general Lipschitz $\Gamma$, for which case it is an open question whether $A'_{k,\eta}$ is a compactly perturbed coercive operator. Introducing additional operators into the equations it is possible to formulate BIEs for this problem that do satisfy the conditions required by Theorem 3.1, but the downside of this is that this approach requires additional computational effort. For a survey of recent progress in this area we refer to [19, §2.11 and §5.7], see also [15, 16, 41, 42].

However, even in cases where it can be applied, the classical theory does not tell us how $C$ and $N_0$ depend on $k$. Moreover, suppose that we solve (47) using the Galerkin method (48) on a family of, for example, $N$-dimensional spaces $\mathcal{V}_N$ of piecewise polynomial functions of fixed degree on a quasi-uniform sequence of meshes on $\Gamma$ with diameter $h \to 0$ (so that $N$ is proportional to $h^{1-d}$). Then, for such standard piecewise polynomial approximation spaces, the best approximation error $\inf_{w_N \in \mathcal{V}_N} \|v - w_N\|_{\mathcal{V}}$
will be highly $k$-dependent. For example, if $v$ is $p + 1$ times continuously differentiable on each mesh interval then standard estimates for piecewise polynomial approximation of degree $p$ suggest that we might be able to bound the difference between $v$ and its best polynomial approximation $p_N$ on each interval by

$$\|v - p_N\|_V \leq Ch^{p+1}\|v^{(p+1)}\|_V,$$  \hspace{1cm} (53)

for some constant $C > 0$ (which may depend on $p$). But since $v$ solving (47) represents either $\partial_\nu^\pm u$ or $\gamma_\pm u$, where $u$ solves (1), it follows that $v$ will be oscillatory, with the $j$th derivative of $v$ being, in general, of order $k^j$. In this case, (53) becomes

$$\|v - p_N\|_V \leq C(hk)^{p+1},$$

with this estimate carrying over naturally to the right-hand side of (52), i.e.

$$\inf_{w_N \in V_N} \|v - w_N\|_V \leq C(hk)^{p+1}.\hspace{1cm} (54)$$

Thus $h$ needs to decrease with $O(k^{-1})$, and possibly faster, just to keep the error bounded as $k \to \infty$. Hence, standard (piecewise) polynomial BEMs applied directly to approximate the oscillatory solution of scattering problems will have complexity of at least $O(h^{1-d}) = O(k^{d-1})$ as $k \to \infty$ (see, e.g., [49] for further details).

In the case that the integral operator $A$ in (47) is bounded and coercive, we can follow a slightly different approach. In this case, the Lax-Milgram lemma guarantees that (49) has exactly one solution $v \in V$ for every $w \in V$, with

$$\|v\|_V \leq \alpha^{-1}\|f\|_V,$$

and existence of the Galerkin solution and quasi-optimality is guaranteed by Céa’s lemma (see, e.g., [19, Lemma 2.48]).

**Lemma 3.2. Céa’s lemma.** Suppose that the bounded linear operator $A : V \to V'$ is coercive (i.e. it satisfies (51) for some $\alpha > 0$), and moreover that, for some constant $C > 0$, $|(Av, w)| \leq C\|v\|_V\|w\|_V$, for all $v, w \in V$. Then (50) has exactly one solution $v_N \in \mathcal{V}_N$, which satisfies

$$\|v - v_N\|_V \leq \frac{C}{\alpha} \inf_{w_N \in \mathcal{V}_N} \|v - w_N\|_V.$$

This theorem is relevant to the star-combined formulation (44) for sound-soft scattering by star-shaped obstacles, to the BIE (46) for the screen.
scattering problem, and also to the standard combined potential formulation (43) for a certain range of geometries (see [79] for details). It is sometimes presumed, since the standard domain-based variational formulations of BVPs for the Helmholtz equation are standard examples of indefinite problems where coercivity does not hold, at least for sufficiently large $k$, that the same should hold true for weak formulations arising via integral equation formulations. However recent results, discussed in [19, §5] and see also [77, 10, 9, 79, 20]), show that coercivity holds for these BIEs for a range of geometries, with $\alpha$ bounded away from zero for all sufficiently large $k$, moreover with the $k$-dependence of $\alpha$ and $C$ in (54) explicitly known in many cases.

The advantage of using this version of Céa’s lemma, as opposed to that stated in Theorem 3.1, is that, if the $k$-dependence of the continuity and coercivity constants are known, then everything in (54) is $k$-explicit, as opposed to the unknown $k$-dependence of the constants $C$ and $N_0$ in (52). In either case though, the question of how the best approximation estimate $\inf_{w_N \in V_N} \|v - w_N\|$ depends on $k$ is crucial.

In the next section we briefly mention recent progress on standard schemes, with piecewise polynomial approximation spaces, where the best approximation estimate may grow with $k$ but other ideas can be applied to improving efficiency and accuracy even at large frequencies. These approaches have the advantage that little need be known a-priori about the behaviour of the solution. On the other hand, if one can understand the high frequency asymptotic behaviour of the solution then one can design one’s approximation space accordingly in order to efficiently represent the oscillatory solution at high frequencies. This is the idea behind the hybrid numerical-asymptotic approach, which we describe more fully in §3.3.

### 3.2 BEM with standard (piecewise polynomial) approximation spaces

As alluded to above, boundary element methods with standard piecewise polynomial approximation spaces suffer from the restriction that the number of degrees of freedom required to achieve a prescribed level of accuracy will grow rapidly (at least with $O(k)$ for 2D and $O(k^2)$ for 3D problems) as $k$ increases. (Recent progress in the analysis of the standard BEM for the Helmholtz equation, teasing out explicitly the dependence of this error on the wavenumber, is reported in [64, 49].) As boundary element methods lead to linear systems with dense matrices, this can render the computational cost (both in terms of speed and memory) of standard linear solvers impractical.
when \( k \) is very large.

To ease this problem, much effort has been put into developing preconditioners (see, e.g., [52, 13, 55]), efficient iterative solvers (see, e.g., [2, 26, 43], fast multipole methods (see, e.g., [30, 38, 31, 25, 69]), and matrix compression techniques (see, e.g., [7, 8]) for Helmholtz and related problems.

These advances have enabled the solution of larger and larger problems, but a common argument put forward against the widespread usage of boundary element methods is the added investment required by the user to initiate code development incorporating such features, certainly in comparison to more intuitive and less computationally complicated finite difference and particularly finite element methods. Moreover, whereas there exist many widely available computational resources for efficient development of finite element software, until recently comparable resources have been somewhat lacking for boundary element computations. To redress this balance, there has been much recent activity on the development of software packages specifically for boundary element methods. The key aim of much of this software is to make many of the recent advances outlined above accessible to the more casual user.

We mention in particular the package BEM++, which has recently been developed for the solution of a range of 3D linear elliptic PDEs, including the Helmholtz equation (see [75] for details). BEM++ utilises \( hp \)-Galerkin schemes, with low order approximation spaces (piecewise constant or piecewise linear continuous spaces), or else allows higher order polynomials on flat triangles. Moreover, BEM++ implements many of the developments listed above within a single framework. For further details we refer to [75]. Many other codes have also been developed in recent years, for example BETL [56] and HyENA [66]. For more details, we refer to the review of this topic in [75].

3.3 Hybrid numerical-asymptotic BEMs for high frequency problems

In this section we describe recent progress in the design, analysis and implementation of hybrid numerical-asymptotic (HNA) BEMs for BVPs for the Helmholtz equation that model time harmonic acoustic wave scattering. As alluded to above, the problem (1) has solutions that oscillate in space with wavelength \( \lambda = 2\pi/k \) (e.g. the plane waves \( u(x) = \exp(i k \cdot \hat{a} \cdot x) \), where \( \hat{a} \in \mathbb{R}^d \) is a unit vector, are solutions). Since the number of oscillations of linear combinations of such solutions will in general grow linearly with \( k \) (in each direction), the number of degrees of freedom required to represent
this oscillatory solution by conventional (piecewise polynomial) boundary elements must also grow with order \( k^{d-1} \). This lack of robustness with respect to increasing values of \( k \) (which puts many problems of practical interest beyond the reach of standard algorithms) is the motivation behind the development of HNA algorithms.

The key idea of the HNA approach is to exploit, within the design of the numerical method, detailed information about the oscillations of the solution, based on advances in the understanding of the high frequency behaviour of solutions to the Helmholtz equation. Known highly oscillatory components of \( v \) solving (47) (with, for example, \( v = \partial_\nu^j u \) or \( v = \gamma_+ u \), where \( u \) solves (1)) are treated exactly in the algorithm, leaving only more slowly-varying components to be approximated by piecewise polynomials, i.e. we combine conventional piecewise polynomial approximations with high-frequency asymptotics to build basis functions suitable for representing the oscillatory solutions. This yields methods which require very much fewer degrees of freedom as \( k \to \infty \).

More specifically, we approximate the \((k\text{-dependent})\) solution \( v \) using (in general) an ansatz of the form:

\[
v(x) \approx V_0(x, k) + \sum_{m=1}^{M} V_m(x, k) \exp(ik\psi_m(x)), \quad x \in \Gamma.
\]  

In this representation, \( V_0 \) is a known (generally oscillatory) function, the phases \( \psi_m \) are chosen \textit{a priori}, and the amplitudes \( V_m \), \( m = 1, \ldots, M \), are approximated numerically. The idea (and in many cases this can be rigorously proven) is that, if the phases are carefully chosen, then \( V_m(\cdot, k), \ m = 1, \ldots, M \), will be much less oscillatory than \( v \) and so can be better approximated by piecewise polynomials than \( v \) itself.

The crucial first step then lies in choosing \( V_0 \) and \( \psi_m, m = 1, \ldots, M \), appropriately, and the exact way in which this is done depends on the geometry and boundary conditions of the problem under consideration. Section 3 of the recent review article [19] provides a historical survey before explaining the key ideas for a number of examples, specifically scattering by smooth convex obstacles (see also [12, 37, 58, 47]), an impedance half-plane (see also [24, 61]), sound-soft convex polygons (see also [22, 54]), convex curvilinear polygons (see also [62]), convex impedance polygons (see also [23]), nonconvex polygons (see also [21]) and multiple scattering configurations (see also [48, 39, 3]).

Here, we describe some more recent advances, overlapping only in a fairly minor way with the examples described in [19]. We begin by illustrating the
HNA scheme in the context of a problem of scattering by a single sound-soft
screen (equivalently, scattering by an aperture in a single sound-hard screen,
see [53] for details), then describing how this idea extends to scattering by
sound-soft convex polygons, outlining the added difficulties that arise in the
case that the obstacle is nonconvex (presenting sharper results in terms of
$k$-dependence than those outlined in [19]), and finally considering scattering
by penetrable polygons (the transmission problem). We demonstrate that
HNA methods have the potential to solve scattering problems accurately in
a computation time that is (almost) independent of frequency.

3.3.1 Scattering by screens

To get the main ideas across, we first describe an HNA BEM for a simple
2D geometry, scattering by a single planar sound-soft screen. This problem,
indeed the more general problem of scattering by an arbitrary collinear array
of such screens, has been treated by HNA BEM methods with a complete
numerical analysis in [53].

To be precise then, we consider the 2D problem of scattering of the time
harmonic incident plane wave (13) by a sound soft screen

$$\Gamma := \{(x_1, 0) \in \mathbb{R}^2 : 0 < x_1 < L\},$$

where $L$ is the length of the screen and $x = (x_1, x_2) \in \mathbb{R}^2$, i.e. we solve the
BVP (16) with $d = 2$. An example of our scattering configuration, for $k = 5$
and for $k = 20$, is shown in Figure 1. The increased oscillations for $k = 20$
can be clearly seen. The solution of this BVP satisfies (40), and hence our

Figure 1: Total field, scattering by a screen, $k = 5$ (left) and $k = 20$ (right)
problem reduces to solving the BIE (46).
The HNA method for solving (46) uses an approximation space that is specially adapted to the high frequency asymptotic behaviour of the solution \([\partial_{\nu}u]\) on \(\Gamma\), which we now consider. Representing a point \(x \in \Gamma\) parametrically by \(x(s) := (s, 0)\), where \(s \in (0, L)\), the following theorem is proved in [53] (this is derived directly from (16) using an elementary representation for the solution in the half-plane above the screen in terms of a Dirichlet half-plane Green’s function - for details see [53] and cf. [22, Theorem 3.2 and Corollary 3.4] and [54, §3]):

**Theorem 3.3.** Suppose that \(k \geq k_0 > 0\). Then

\[
[\partial_{\nu}u](x(s)) = \Psi(x(s)) + v^+(s)e^{iks} + v^-(L - s)e^{-iks}, \quad s \in (0, L),
\]

where \(\Psi := 2\partial u / \partial \nu\), and the functions \(v^\pm(s)\) are analytic in the right half-plane \(\text{Re}\ [s] > 0\), where they satisfy the bound

\[
|v^\pm(s)| \leq C_1 M k |ks|^{-\frac{1}{2}},
\]

where

\[
M := \sup_{x \in \mathbb{D}} |u(x)| \leq C(1 + k),
\]

and the constants \(C, C_1 > 0\) depend only on \(k_0\) and \(L\).

The representation (56) is of the form (55), with \(V_0(x(s), k) = \Psi(x(s))\), \(M = 2\), \(V_1(x(s), k) = v^+(s)\), \(V_2(x(s), k) = v^-(s)\), \(\psi_1(x(s)) = s\), and \(\psi_2(x(s)) = -s\). Using this representation we can design an appropriate approximation space \(V_{N,k}\) to represent

\[
\varphi(s) := \frac{1}{k} ([\partial_{\nu}u](x(s)) - \Psi(x(s))), \quad s \in (0, L).
\]

Here \(N\) denotes the total number of degrees of freedom in the method, and the subscript \(k\) in \(V_{N,k}\) serves as a reminder that the hybrid approximation space depends explicitly on the wavenumber \(k\). The function \(\varphi\), which we seek to approximate, can be thought of as the scaled difference between \([\partial_{\nu}u]\) and its “Physical Optics” approximation \(\Psi\) (which represents the direct contribution of the incident and reflected waves), with the \(1/k\) scaling ensuring that \(\varphi\) is nondimensional, and reflecting that \([\partial_{\nu}u] = O(k)\) as \(k \to \infty\). The second and third terms on the right hand side of (56) represent the diffracted rays emanating from the ends of the screen at \(s = 0\) and at \(s = L\), respectively. As alluded to earlier, instead of approximating \(\varphi\) directly by
conventional piecewise polynomials we instead use the representation (56) with \( v^+(s) \) and \( v^-(L-s) \) replaced by piecewise polynomials supported on overlapping geometric meshes, graded towards the singularities at \( s = 0 \) and \( s = L \) respectively. We proceed by describing our mesh, which is illustrated in Figure 2.

**Figure 2:** Overlapping geometric meshes for approximation of \( v^+ \) and \( v^- \)

**Definition 3.4.** Given \( L > 0 \) and an integer \( n \geq 1 \) we denote by \( G_n(0, L) \) the geometric mesh on \([0, L]\) with \( n \) layers, whose meshpoints \( x_i \) are defined by

\[
x_0 := 0, \quad x_i := \sigma^{n-i}L, \quad i = 1, 2, \ldots, n,
\]

where \( 0 < \sigma < 1 \) is a grading parameter, with a smaller value providing a more severe mesh grading. (We use \( \sigma = 0.15 \) below.) We further denote by \( P_{p,n}(0, L) \) the space of piecewise polynomials of order \( p \) on the geometric mesh \( G_n(0, L) \), i.e.

\[
P_{p,n}(0, L) := \left\{ \rho : [0, L] \to \mathbb{C} : \rho|_{(x_{i-1}, x_i)} \text{ is a polynomial of degree} \leq p \right\}.
\]

We are now in a position to define the approximation space \( V_{N,k} \). Let

\[
V^+_p := \left\{ \rho(s)e^{iks} : \rho \in P_{p,n}(0, L) \right\},
\]

\[
V^-_p := \left\{ \rho(L-s)e^{-iks} : \rho \in P_{p,n}(0, L) \right\},
\]

with which we approximate, respectively, the terms \( v^+(s)e^{iks} \) and \( v^- (L-s)e^{-iks} \) in the representation (56). We choose values for \( p \) and \( n \) and then define

\[
V_{N,k} := \text{span} \{ V^+_p \cup V^-_p \},
\]

which has a total number of degrees of freedom \( N = 2n(p+1) \). The following best approximation result is shown in [53, Theorem 5.1].
Theorem 3.5. Let $n$ and $p$ satisfy $n \geq cp$ for some constant $c > 0$ and suppose that $k \geq k_0 > 0$. Then, there exist constants $C, \tau > 0$, dependent only on $k_0$, $L$, and $c$, such that

$$\inf_{w_N \in V_{N,k}} \| \varphi - w_N \|_{\tilde{H}^{-1/2}(\Gamma)} \leq Cke^{-p\tau}.$$ 

Identifying $\Gamma$ with $(0, L)$, here $\tilde{H}^{-1/2}(\Gamma) = \tilde{H}^{-1/2}(0, L) \subset H^{-1/2}(\mathbb{R})$, $\tilde{H}^{-1/2}(0, L)$ just the subspace of those $\psi \in H^{-1/2}(\mathbb{R})$ that have support in $[0, L]$. And then $\| \cdot \|_{\tilde{H}^{-1/2}(\Gamma)}$ is just the standard norm on the Sobolev space $H^{-1/2}(\mathbb{R})$ (see, e.g., [65]).

Having designed an appropriate approximation space $V_{N,k}$, we use a Galerkin method to select an element so as to efficiently approximate $\varphi$. That is, we seek $\varphi_N \in V_{N,k}$ such that

$$\langle S_k \varphi_N, w_N \rangle_{\Gamma} = \frac{1}{k} \langle u^I - S_k \Psi, w_N \rangle_{\Gamma}, \quad \text{for all } w_N \in V_{N,k}, \quad (59)$$

where the duality pairings in (59) are simply $L^2(\Gamma)$ inner products. The following error estimate follows from [53, Theorem 6.1].

Theorem 3.6. If the assumptions of Theorem 3.5 hold, then there exist constants $C, \tau > 0$, dependent only on $k_0$, $L$, and $c$, such that

$$\| \varphi - \varphi_N \|_{\tilde{H}^{-1/2}(\Gamma)} \leq Ck^{3/2}e^{-p\tau}.$$ 

Note that, if $n$ is chosen proportional to $p$, precisely so that $c_2p \geq n \geq c_1p$, for some constants $c_2 > c_1 > 0$, then the total number of degrees of freedom $N = O(p^2)$, and Theorem 3.6 implies that we can achieve any required accuracy with $N$ growing like $\log^2 k$ as $k \to \infty$, rather than like $k$ as for a standard BEM.

We now present numerical results for the solution of (59). The screen is of length $L = 2\pi$ and hence our scatterer is $k$ wavelengths long (recall that $\lambda = 2\pi/k$). The angle of incidence is $\pi/6$ measured anticlockwise from the downward vertical, as in Figure 1. In our experiments we choose $n = 2(p + 1)$, so that the total number of degrees of freedom is $N = 2n(p + 1) = 4(p + 1)^2$. Since the total number of degrees of freedom depends only on $p$, we adjust our notation by defining $\psi_p(s) := \varphi_N(s)$, and we take the

\footnote{We note that the bounds in [53] are in fact in terms of a natural wavenumber dependent Sobolev norm $\| \cdot \|_{\tilde{H}^{-1/2}(\Gamma)}$, but it is an easy calculation, this feeding into the results we state here, that $\| \cdot \|_{\tilde{H}^{-1/2}(\Gamma)} \leq \max(1, k^{1/2}) \cdot \| \tilde{H}^{-1/2}(\Gamma) \|$.}
“reference” solution to be $\psi_7$. In Figure 3 we plot $|\psi_7| \approx |\varphi|$, for $k = 20$ and for $k = 10240$. The singularities at the edge of the screen can be clearly seen, as can the increased oscillations for larger $k$ (the apparently shaded area is an artefact of the rapidly oscillating solution).

![Figure 3](image)

In Figure 4 we plot on a logarithmic scale the relative $L^1$ errors

$$\frac{\|\psi_7 - \psi_p\|_{L^1(\Gamma)}}{\|\psi_7 + \Psi/k\|_{L^1(\Gamma)}}$$

against $p$ for a range of $k$. This is the relative error in $L^1(\Gamma)$ norm in our approximation, $\psi_p + \Psi/k$, to the dimensionless quantity $\frac{1}{k}[\partial_\nu u]$ (recall (57)). (We calculate $L^1$ rather than $\tilde{H}^{-1/2}(\Gamma)$ norms for simplicity of computation.) The $L^1$ norms are calculated using a high-order Gaussian quadrature routine on a mesh graded towards the endpoint singularities. The linear plots demonstrate exponential decay as the polynomial degree, $p$, increases, as predicted in Theorem 3.6. More significantly, the relative error decreases as $k$ increases for fixed $p$. This behaviour is better than might be expected from Theorem 3.6, and in particular suggests that the error estimate in Theorem 3.6 is not sharp in its $k$-dependence. Further results, including calculations of errors measured in an $\| \cdot \|_{\tilde{H}^{-1/2}(\Gamma)}$ norm, computations for an array of collinear screens, and computations of the solution in the domain and the far field pattern, can be found in [53].
3.3.2 Scattering by convex polygons

The ideas outlined above for the screen problem can also be applied to the case of scattering by polygons. First, we consider the 2D problem of scattering of the time harmonic incident plane wave (13) by a sound-soft polygon with boundary $\Gamma$, i.e. problem (14). The solution $u$ then has the representation (39), where $\partial^+_{\nu} u$ satisfies (43) and, if $\Omega_-$ is star-shaped, (44).

We denote the number of sides of the polygon by $n_s$, and the corners (labelled in order counterclockwise) by $P_j$, $j = 1, \ldots, n_s$. We set $P_{n_s+1} := P_1$, and then for $j = 1, \ldots, n_s$ we denote the side of the polygon connecting the corners $P_j$ and $P_{j+1}$ by $\Gamma_j$, with length $L_j$. We denote the exterior angle at the corner $P_j$ by $\omega_j$, $j = 1, \ldots, n_s$. We say that a side $\Gamma_j$ is illuminated by the incident plane wave given by (13) if $\hat{a} \cdot \nu < 0$ on $\Gamma_j$, and is in shadow if $\hat{a} \cdot \nu \geq 0$ on $\Gamma_j$.

As for the screen problem, the HNA method for solving (43) or (44) uses an approximation space that is specially adapted to the high frequency asymptotic behaviour of $\partial^+_{\nu} u$ on $\Gamma$. The nature of this behaviour is highly dependent on the geometry of the polygon: in particular, we consider convex and nonconvex polygons separately, considering first the case that the polygon is convex, and treating the nonconvex case in the next subsection.

Denoting the distance of $x \in \Gamma_j$ from $P_j$ by $s$, the following theorem
follows from [54, Theorem 3.2, Theorem 4.3].

**Theorem 3.7.** Let \( k \geq k_0 > 0 \). Then on any side \( \Gamma_j \)
\[
\partial^+ u(x(s)) = \Psi(x(s)) + v_j^+(s)e^{iks} + v_j^-(L_j - s)e^{-iks}, \quad x(s) \in \Gamma_j, \tag{60}
\]
where
\[
\Psi := \begin{cases} 
2\partial u^I/\partial \nu & \text{if } \Gamma_j \text{ is illuminated}, \\
0 & \text{if } \Gamma_j \text{ is in shadow}
\end{cases}
\]
and the functions \( v_j^\pm(s) \) are analytic in the right half-plane \( \text{Re}[s] > 0 \), with
\[
|v_j^\pm(s)| \leq C \begin{cases} 
ks^{3/2}\log^{1/2}(2+k)|ks|^{-\delta_j^\pm}, & 0 < |s| \leq 1/k, \\
ks^{3/2}\log^{1/2}(2+k)|ks|^{-1/2}, & |s| > 1/k,
\end{cases} \tag{61}
\]
where \( \delta_j^\pm \in (0,1/2) \) are given by \( \delta_j^+ := 1 - \pi/\omega_j \) and \( \delta_j^- := 1 - \pi/\omega_{j+1} \), and the constant \( C > 0 \) depends only on \( k_0 \) and \( \Gamma \).

Using the representation (60) on each side of the polygon leads to a representation of the form (55) with \( V_0(x(s),k) = \Psi(x(s)), \) \( M = 2n_s, \) \( V_{2j-1}(x(s),k) = v_j^+(s) \) if \( x(s) \in \Gamma_j \) and zero otherwise, \( V_{2j}(x(s),k) = v_j^-(s) \) if \( x(s) \in \Gamma_j \) and zero otherwise, \( \psi_{2j-1}(x(s)) = x(s) \cdot \hat{d}_j, \) and \( \psi_{2j}(x(s)) = -x(s) \cdot \hat{d}_j, \) \( j = 1, \ldots, n_s, \) where \( \hat{d}_j \) is a unit vector parallel to \( \Gamma_j \). Our approximation space \( \tilde{V}_{N,k} \) for
\[
\varphi(s) := \frac{1}{k} \left( \partial^+_u(x(s)) - \Psi(x(s)) \right), \quad x(s) \in \Gamma. \tag{62}
\]
is then identical on each side of the polygon to that for the screen (58), in effect replacing \( v_j^+(s) \) and \( v_j^-(L_j - s) \) by piecewise polynomials supported on overlapping geometric meshes, graded towards the singularities at \( s = 0 \) and \( s = L_j \) respectively. As for the screen, the function \( \varphi \), which we seek to approximate, can be thought of as the scaled difference between \( \partial^+_u \) and its “Physical Optics” approximation \( \Psi \), which again represents the direct contribution of the incident and reflected waves (when they are present). The second and third terms in (60) represent the diffracted rays emanating from the corners \( P_j \) and \( P_{j+1} \), respectively.

The following best approximation estimate follows from [54, Theorem 4.3, Theorem 5.5].

**Theorem 3.8.** If \( c,k_0 > 0 \) and \( n \geq cp, k \geq k_0 \), then, for some \( C, \tau > 0 \), depending only on \( c, k_0 \) and \( \Gamma \),
\[
\inf_{w_N \in \tilde{V}_{N,k}} \| \partial^+_u w_N - w_N \|_{L^2(\Gamma)} \leq C k^{1/2+\alpha} \log^{1/2}(2+k)e^{-\nu \tau},
\]
where \( \alpha := 1 - \min_{m=1,\ldots,n_s} (1 - \pi/\omega_m) \in (1/2,1) \).
Having designed an appropriate approximation space \( \tilde{V}_{N,k} \) we use the Galerkin method to select an element to approximate \( \varphi \). Since convex polygons are star-shaped, in this case we can use the integral equation formulation (44), i.e. we seek \( \varphi_N \in \tilde{V}_{N,k} \) such that

\[
\langle \mathcal{A}_k \varphi_N, w_N \rangle_\Gamma = \frac{1}{k} \langle f_k - \Psi, w_N \rangle_\Gamma, \text{ for all } w_N \in \tilde{V}_{N,k}.
\]  

(63)

Thanks to the coercivity of the integral operator \( \mathcal{A}_k \), we have the following error estimate (cf. [54, Corollary 6.2]):

**Theorem 3.9.** If the assumptions of Theorem 3.8 hold then there exist constants \( C, \tau > 0 \), dependent only on \( k_0, c \) and \( \Gamma \), such that

\[
\| \varphi - \varphi_N \|_{L^2(\Gamma)} \leq Ck^\alpha \log^{1/2}(2 + k)e^{-p\tau}.
\]

To compute the solution in the domain, we rearrange (62) to get

\[
\partial^+_\nu u(x(s)) = k\varphi(s) + \Psi(x(s)) \approx k\varphi_N(s) + \Psi(x(s)), \quad x(s) \in \Gamma,
\]  

(64)

and then we insert this approximation to \( \partial^+_\nu u \) into the representation formula (39) to get an approximation to \( u \), which we denote by \( u_N \). We then have the following error estimate (cf. [54, Theorem 6.3], [21, Corollary 64]):

**Theorem 3.10.** If the assumptions of Theorem 3.8 hold then there exist constants \( C, \tau > 0 \), dependent only on \( k_0, c \) and \( \Gamma \), such that

\[
\frac{\| u - u_N \|_{L^\infty(\Omega_+)}}{\| u \|_{L^\infty(\Omega_+)}} \leq Ck \log(2 + k)e^{-p\tau}.
\]

Similarly, we can derive an approximation to the far field pattern (FFP) of the scattered field, given explicitly for \( \hat{x} = x/|x| \) by

\[
F(\hat{x}) = -\int_{\Gamma} e^{-ik\hat{x} \cdot y} \partial^+_\nu u(y) ds(y), \quad \hat{x} \in S^1,
\]  

(65)

where \( S^1 \) denotes the unit circle. Efficient computation of the far field pattern is of interest in many applications, see, e.g., [27]. To compute an approximation \( F_N \) to \( F \), we again just insert the approximation (64) into the integral (65). We then have the following estimate (cf. [54, Theorem 6.4], [21, Corollary 64]):

**Theorem 3.11.** If the assumptions of Theorem 3.8 hold then there exist constants \( C, \tau > 0 \), dependent only on \( k_0, c \) and \( \Gamma \), such that

\[
\| F - F_N \|_{L^\infty(S^1)} \leq Ck^{1+\alpha} \log^{1/2}(2 + k)e^{-p\tau}.
\]
Note that the estimates above for the solution in the domain and the FFP follow from results in [21] and are actually a little sharper than those in [54].

The algebraically $k$-dependent prefactors in the error estimates of Theorems 3.9, 3.10 and 3.11 can be absorbed into the exponentially decaying factors by allowing $p$ to grow modestly ($O(\log^2 k)$) with increasing $k$. In practice, numerical results [54, 19] suggest that this is pessimistic, and that in many cases a fixed accuracy of approximation can be achieved without any requirement for the number of degrees of freedom to increase with $k$.

To illustrate the approach described above, we present numerical results for the problem of scattering by a sound soft equilateral triangle, of side length $2\pi$, so that the number of wavelengths per side is equal to $k$. The total field for $k = 10$ is plotted in Figure 5.

![Figure 5: Total field, scattering by a triangle](image)

In our computations we choose $n = 2(p + 1)$, as for the screen results above, so that the total number of degrees of freedom is $N = 6n(p + 1) = 12(p + 1)^2$. Since the total number of degrees of freedom depends only on $p$, we again adjust our notation by defining $\psi_p(s) := \varphi_N(s)$. In Figure 6 we plot on a logarithmic scale the relative $L^2$ errors

$$\frac{\|\psi_0 - \psi_p\|_{L^2(\Gamma)}}{\|\frac{1}{k} \partial^2_{ss} u\|_{L^2(\Gamma)}}.$$
against \( p \) for a range of values of \( k \), this quantity an estimate of the relative error in our approximation (64) to \( \partial_{\nu}^{+} u \). (Again we take the “reference” solution, our approximation to the true solution \( \varphi \), to be \( \psi_{6} \).) This example is identical to one that appears in [54], except that here we show results for much higher values of \( k \) (in [54] the largest value of \( k \) tested was \( k = 5120 \)), and we here plot relative errors in our approximation to \( \partial_{\nu}^{+} u \), rather than the relative errors in the approximation \( \psi_{p} \) to \( \varphi \) computed in [54]. The \( L^2 \) norms are calculated using a high-order Gaussian quadrature routine on a mesh graded towards the endpoint singularities; see [54] for details.

For fixed \( k \), as \( p \) increases the error decays exponentially, as predicted by Figure 6: Relative \( L^2 \) errors in \( \frac{1}{k} \partial_{\nu}^{+} u \)

Theorem 3.9. For fixed \( p \), the error seems to decrease as \( k \) increases. To investigate this further, in Table 1 we show the relative \( L^2 \) errors (computed exactly as in Figure 6) as computed with fixed \( p = 3 \) (and hence \( N = 192 \)), for a wider range of values of \( k \). The relative error decreases as \( k \) increases, for a fixed number of degrees of freedom, suggesting that the \( k \)-dependence of our error estimate in Theorem 3.9 is pessimistic.

We also show \( N/(L/\lambda) \), the average number of degrees of freedom per wavelength, the condition number (COND) of the linear system that we solve (details of our implementation can be found in [54]), and the computing time (cpt) in seconds to set up and solve our linear system. All computations
Table 1: Relative $L^2$ errors for scattering by a triangle, fixed $p = 3$ (and hence $N = 192$), various $k$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\frac{N}{L^A}$</th>
<th>$|\psi_7 - \psi_4|<em>{L^2(\Gamma)}/|\frac{1}{k} \partial</em>{\nu}^+ u|_{L^2(\Gamma)}$</th>
<th>COND</th>
<th>cpt(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.28×10^{+1}</td>
<td>7.91×10^{-2}</td>
<td>5.36×10^{+1}</td>
<td>4.68×10^{+2}</td>
</tr>
<tr>
<td>10</td>
<td>6.40×10^{+0}</td>
<td>6.18×10^{-2}</td>
<td>2.38×10^{+1}</td>
<td>3.84×10^{+2}</td>
</tr>
<tr>
<td>20</td>
<td>3.20×10^{+0}</td>
<td>4.76×10^{-2}</td>
<td>2.97×10^{+1}</td>
<td>3.40×10^{+2}</td>
</tr>
<tr>
<td>40</td>
<td>1.60×10^{+0}</td>
<td>3.64×10^{-2}</td>
<td>3.85×10^{+1}</td>
<td>3.72×10^{+2}</td>
</tr>
<tr>
<td>80</td>
<td>8.00×10^{-1}</td>
<td>2.77×10^{-2}</td>
<td>5.08×10^{+1}</td>
<td>3.55×10^{+2}</td>
</tr>
<tr>
<td>160</td>
<td>4.00×10^{-1}</td>
<td>2.10×10^{-2}</td>
<td>6.76×10^{+1}</td>
<td>4.31×10^{+2}</td>
</tr>
<tr>
<td>320</td>
<td>2.00×10^{-1}</td>
<td>1.60×10^{-2}</td>
<td>9.00×10^{+1}</td>
<td>3.57×10^{+2}</td>
</tr>
<tr>
<td>640</td>
<td>1.00×10^{-1}</td>
<td>1.21×10^{-2}</td>
<td>1.20×10^{+2}</td>
<td>4.93×10^{+2}</td>
</tr>
<tr>
<td>1280</td>
<td>5.00×10^{-2}</td>
<td>9.18×10^{-3}</td>
<td>1.60×10^{+2}</td>
<td>5.33×10^{+2}</td>
</tr>
<tr>
<td>2560</td>
<td>2.50×10^{-2}</td>
<td>6.96×10^{-3}</td>
<td>2.13×10^{+2}</td>
<td>5.23×10^{+2}</td>
</tr>
<tr>
<td>5120</td>
<td>1.25×10^{-2}</td>
<td>5.27×10^{-3}</td>
<td>2.81×10^{+2}</td>
<td>5.44×10^{+2}</td>
</tr>
<tr>
<td>10240</td>
<td>6.25×10^{-3}</td>
<td>3.99×10^{-3}</td>
<td>3.67×10^{+2}</td>
<td>6.40×10^{+2}</td>
</tr>
<tr>
<td>20480</td>
<td>3.13×10^{-3}</td>
<td>3.03×10^{-3}</td>
<td>4.75×10^{+2}</td>
<td>6.12×10^{+2}</td>
</tr>
<tr>
<td>40960</td>
<td>1.56×10^{-3}</td>
<td>2.29×10^{-3}</td>
<td>6.04×10^{+2}</td>
<td>6.34×10^{+2}</td>
</tr>
<tr>
<td>81920</td>
<td>7.81×10^{-4}</td>
<td>1.79×10^{-3}</td>
<td>7.48×10^{+2}</td>
<td>7.83×10^{+2}</td>
</tr>
</tbody>
</table>

were carried out in Matlab, using a standard desktop PC. We surmise that it might be possible to reduce these computing times with some effort to optimise the code. The key point of these last two columns though is that both the condition number and computing time grow only very slowly as $k$ increases, for fixed $p$. Implementation of our scheme includes the need to evaluate oscillatory integrals; details of the approach we use for that can be found in [19, §4]. Whereas for standard boundary element methods standard practice suggests that ten degrees of freedom per wavelength are required for “engineering accuracy”, the results in Table 1 suggest that $\frac{1}{k} \partial_{\nu}^+ u$ can be computed with much lower than 1% relative error with a fixed number of degrees of freedom per wavelength (indeed, over 1000 wavelengths per degree of freedom for the case $k = 81920$) with low condition numbers for the linear system and a total computing time of the order of ten minutes or so (and increasing only slowly as $k$ increases).

### 3.3.3 Scattering by nonconvex polygons

For nonconvex polygons, we encounter behaviour that does not occur for convex polygons, as a result of which the leading-order asymptotic behaviour
on $\Gamma$ is more complicated. In particular, in this case we may see partial illumination of a side of the nonconvex polygon (whereas for a convex polygon a side is either completely illuminated or completely in shadow) and/or rerefections (where a wave that has been reflected from one side of the polygon may be incident on another side of the polygon), as illustrated in Figure 7.

![Figure 7: Partial illumination (left) and rerefections (right)](image)

We restrict attention to a particular class of nonconvex polygons that satisfy the following assumptions (a description of how the approach described below can be extended to polygons that do not satisfy these assumptions can be found in [21, §8]):

**Assumption 3.12.** Each exterior angle $\omega_j$, $j = 1, \ldots, n_s$, is either a right angle or greater than $\pi$.

**Assumption 3.13.** At each right angle, the obstacle lies within the dashed lines shown in Figure 8.

Polygons satisfying these criteria may or may not be star-shaped. For each side $\Gamma_j$, $j = 1, \ldots, n_s$, if either $\omega_j$ or $\omega_{j+1}$ is a right angle then we define that side to be a “nonconvex” side, otherwise we say it is a “convex” side, as illustrated for a particular non-star-shaped example in Figure 9. On convex sides, $\partial^+ u$ behaves exactly as in the convex case, and the approximation results above hold. However, on nonconvex sides we need to consider the possibilities of partial illumination and/or rerefections. To illustrate our approach, we consider the behaviour at a point $x(s)$ on a nonconvex side $\Gamma_j$, distance $s$ from $P_j$ and $r$ from $P_{j-1}$, as illustrated in Figure 10. Then $\Gamma_j$ will be fully illuminated if $\pi \leq \alpha < 3\pi/2$ (where $\alpha$ is the incident angle...
shown in Figure 10), $\Gamma_j$ will be partially illuminated for some values of $\alpha$ in the range $\pi/2 < \alpha < \pi$ (e.g., in the case that $L_j = L_{j-1}$, $\Gamma_j$ will be partially illuminated for $3\pi/4 < \alpha < \pi$), and $\Gamma_j$ will be in shadow otherwise. There will be reflections from $\Gamma_{j-1}$ onto $\Gamma_j$ if $\pi < \alpha < 3\pi/2$. Whatever the value of $\alpha$, there will be diffraction from $P_{j-1}$ and $P_{j+1}$ (either directly from the incident wave, or from waves that have travelled around $\Gamma$).

For $x(s) \in \Gamma_j$, where $s$ denotes distance from $P_j$ as in Figure 10, the following theorem follows from [21, Theorem 36].

**Theorem 3.14.** Let $k \geq k_0 > 0$. Then, for $x(s) \in \Gamma_j$,

$$\partial^+ u(x(s)) = \Psi^d(x(s)) + v_j^+(L_j + s)e^{iks} + v_j^-(L_j - s)e^{-iks} + \tilde{v}_j(s)e^{ikr}, \quad (66)$$

where

$$\Psi^d := \begin{cases} 
2\partial u^d/\partial \nu & \text{if } \frac{\pi}{2} \leq \alpha \leq \frac{3\pi}{2}, \\
0 & \text{otherwise},
\end{cases}$$

the functions $v_j^\pm(t)$ have the same properties as those for the convex sides, in particular are analytic in the right half-plane Re $[t] > 0$ and satisfy the bounds (61), and the function $\tilde{v}_j$ is analytic in a complex $k$-independent neighbourhood $D_\epsilon$ of the side $\Gamma_j$ with

$$|\tilde{v}_j(t)| \leq Ck \log^{1/2}(2 + k), \quad t \in D_\epsilon, \quad (67)$$
where the constant $C > 0$ depends only on $k_0$ and $\Gamma$.

Here $u^d$ is the known solution of a canonical diffraction problem, namely that of scattering by a semi-infinite “knife edge”, precisely scattering of $u^I$ by the semi-infinite sound-soft screen starting at $P_{j-1}$ and extending vertically down through $P_j$; for details, see [21, Lemma 35].

Using the representation (66) on each side of the polygon again leads to a representation of the form (55). Our approximation space $\tilde{V}_{N,k}$ for

$$\varphi(s) := \frac{1}{k} \left( \partial_+ u(x(s)) - \Psi^d(x(s)) \right), \quad x(s) \in \Gamma,$$

(68)
is then identical on each convex side of the polygon to that for the convex polygon and the screen (58), again replacing $v^+_j(s)$ and $v^-_j(L_j - s)$ by piecewise polynomials supported on overlapping geometric meshes, graded towards the singularities at $s = 0$ and $s = L_j$ respectively. However, on nonconvex sides it is slightly different. In this case, we note first that in the representation (66) we have $v^+_j(L_j + s)$ rather than $v^+_j(s)$ (compare with (60)); hence $v^+_j$ is not singular on $\Gamma_j$ when it is nonconvex, and we approximate it by a polynomial (of order $p$) supported on the whole side $\Gamma_j$.

Secondly, we notice from the analyticity of $\tilde{v}_j$ and the bound (67) that it is also sufficient to approximate $\tilde{v}_j$ by a polynomial (of order $p$) supported on the whole side $\Gamma_j$.

The following best approximation estimate follows from [21, Theorem 56].

**Theorem 3.15.** If $c, k_0 > 0$ and $n \geq cp$, $k \geq k_0$, then, for some $C, \tau > 0$, 38
Figure 10: Geometry of a nonconvex side $\Gamma_j$

depending only on $c$, $k_0$, and $\Gamma$, 

$$
\inf_{w_N \in \mathring{V}_{N,k}} \left\| \partial^+_\nu u - w_N \right\|_{L^2(\Gamma)} \leq C k^{1/2 + \alpha} \log^{1/2} (2 + k) e^{-p\tau},
$$

(69)

where $\alpha := 1 - \min_{m=1, \ldots, n, \omega_m \neq \pi/2} (1 - \pi/\omega_m) \in (1/2, 1)$.

Comparing Theorems 3.8 and 3.15 we see that the best approximation estimate is identical for convex and nonconvex polygons, again implying that we can achieve any required accuracy with $N$ growing like $\log^2 k$ as $k \to \infty$, rather than like $k$ as for a standard BEM. Note also that the result (69) is sharper (in terms of $k$-dependence) than that in [19, Theorem 3.13].

Having designed an appropriate approximation space $\mathring{V}_{N,k}$ we again use the Galerkin method to select an element so as to effectively approximate $\varphi$. For star-shaped polygons satisfying Assumptions 3.12–3.13, we can again use the integral equation formulation (44), i.e. we seek $\varphi_N \in \mathring{V}_{N,k}$ such that 

$$
\langle \mathcal{A}_k \varphi_N, w_N \rangle_{\Gamma} = \frac{1}{k} \langle f_k - \Psi^d, w_N \rangle_{\Gamma}, \quad \text{for all } w_N \in \mathring{V}_{N,k},
$$

(70)

in which case, due to the coercivity of the integral operator $\mathcal{A}_k$, we have the following error estimates (cf. [21, Theorems 61–63]):
Theorem 3.16. For star-shaped polygons (satisfying also Assumptions 3.12–3.13), if the assumptions of Theorem 3.15 hold then there exist constants $C, \tau > 0$, dependent only on $k_0, c$ and $\Gamma$, such that

$$
\| \varphi - \varphi_N \|_{L^2(\Gamma)} \leq Ck^\alpha \log^{1/2}(2 + k)e^{-p\tau},$

$$
\| u - u_N \|_{L^\infty(\Omega_+)} \leq Ck \log(2 + k)e^{-p\tau},$

$$
\| F - F_N \|_{L^\infty(S_1)} \leq Ck^{1+\alpha} \log^{1/2}(2 + k)e^{-p\tau}.
$$

Our approximations $u_N$ and $F_N$ to the solution in the domain and the far field pattern are constructed exactly as for the convex case, as outlined above. As for the convex polygonal case, our conclusion is again that $N$ proportional to $p^2$ growing like $\log^2 k$ as $k$ increases provably maintains accuracy.

We present numerical results for the two cases shown in Figure 7. These examples have also been studied in [21], but our results here are new, as detailed below. The nonconvex sides of the scatterer have length $2\pi$ and the convex sides have length $4\pi$, so the total length of the boundary is $12\pi$, which is $6k$ wavelengths (recalling that the wavelength is $\lambda = 2\pi/k$). In our computations we again choose $n = 2(p + 1)$, so that for this example the total number of degrees of freedom is $N = 12p^2 + 28p + 16$. Since $N$ depends only on $p$, we again adjust our notation by defining $\psi_p(s) := \varphi_N(s)$, and we take our “reference” solution to be $\psi_7$. In Figure 11 we plot on a logarithmic scale the relative $L^2$ errors

$$\frac{\| \psi_7 - \psi_p \|_{L^2(\Gamma)}}{\| \frac{1}{k} \partial^+_u \|_{L^2(\Gamma)}},$$

against $p$ for a range of values of $k$. As for the convex polygon, we scale the relative error by the quantity that we are actually trying to approximate, namely $(1/k)\partial^+_u = \varphi + \Psi^d/k \approx \psi_7 + \Psi^d/k$ (68). This is in contrast to results in [21], where the relative errors were scaled by $\| \psi_7 \|_{L^2(\Gamma)}$, i.e. by the “reference” solution to the BIE, which is only a component of the quantity we are seeking to approximate (compare Figure 11 with [21, Fig.7 and Table 1]). As for the convex polygon, the $L^2$ norms are again calculated using a high-order Gaussian quadrature routine on a mesh graded towards the endpoint singularities. For fixed $k$, as $p$ increases the error decays exponentially, as predicted by Theorem 3.16. For fixed $p$, the error seems to decrease as $k$ increases.
3.3.4 Transmission scattering problems

Finally we consider the transmission scattering problem (17), for which the behaviour is more complicated still, incorporating as it does multiple internal rereflections. To illustrate this, consider the scenario illustrated in Figure 12, in which we show an incident wave striking a penetrable polygonal scatterer. On the left of Figure 12 we show what happens as the incident wave $u^I$ strikes one side of the boundary $\Gamma$. Following Snell’s Law (see, e.g., [50, Appendix A]), this gives rise to a “reflected” wave $u^R$ (travelling from $\Gamma$ into $\Omega_+$) and a “transmitted” wave $u^T$ that passes into $\Omega_-$. For the case that the scatterer is impenetrable (as in all the other problems considered earlier in this section), only the reflected wave would be present here. As the transmitted wave passes through $\Omega_-$ it may decay (if $\text{Im} \left[ k_- \right] > 0$), but if $k_-$ is constant then its direction does not change. As this transmitted wave strikes $\Gamma$ it again gives rise to another transmitted wave (that now passes through $\Gamma$ into $\Omega_+$), and another reflected wave (which passes through $\Omega_-$ again, in a new direction). This reflected wave again may lose energy as it passes through $\Omega_-$, but again it will strike $\Gamma$, leading to further reflected and transmitted waves, as shown on the right of Figure 12. These multiple internally reflected waves are not present for impenetrable scatterers, and make the task of designing a hybrid approximation space (based on the ansatz (55)) extremely challenging.

We restrict attention here to the case of convex polygonal scatterers, and outline briefly the approach presented in [50]. For nonconvex scatterers or for scatterers with curved surfaces the problem would be significantly
harder, and we do not discuss such generalisations. Utilising Snell’s law, we can write down explicit formulae for each term in the (in general infinite) series of “rereflected” waves (the first three of which are illustrated on the right of Figure 12). We refer to [50] for details, but note that these formulae rely on a complete understanding of what happens when a plane wave passes from one (possibly absorbing) homogeneous medium to another, and further that there appear to be some misconceptions in the literature regarding the solution to that canonical problem, which are addressed fully in [50, Appendix A]. Framing this in the context of (55), this corresponds to expressing $V_0$ as an infinite series of these “rereflected” waves, that must be truncated in any numerical algorithm.

The part of the total field that is not represented by this series corresponds primarily to the “diffracted” waves emanating from the corners of the polygon (though other wave components, e.g. lateral waves, may also be present; again we refer to the discussion in [50] for details). These may originate from the incident field (e.g., as illustrated on the left of Figure 13 below), or else they may originate from the waves that travel through the interior of the polygon striking corners that are on the “shadow” side of the polygon (using the same definition as for impenetrable scatterers above). Either way these “diffracted” waves travel through $\Omega_+$ with speed deter-
mined by \( \text{Re}[k_+] \), and through \( \Omega_- \) with speed determined by \( \text{Re}[k_-] \) (and decay determined by \( \text{Im}[k_-] \)). These differing waves speeds in \( \Omega_- \) and \( \Omega_+ \) of course imply differing wavelengths, as illustrated in Figure 13. A full consideration of the wave behaviour of the solution would also need to take into account reflection of these waves from each side of \( \Gamma \). We do not consider such rereflections of diffracted waves here.

Figure 13: Illustration of waves “diffracted” by the corners of a particular side of \( \Gamma \) (left), and by other corners of the polygon (right)

We turn now to the integral equation formulation for the solution of the transmission scattering problem (17). We need to solve (29) for \( v = [\gamma_+ u, \partial_+^i u]^T \in H^1(\Gamma) \times L^2(\Gamma) \), with \( A \) given by (38) and \( f = [u^I|_\Gamma, \partial_\nu^I|_\Gamma] \). The HNA ansatz for \( v \) then needs to incorporate the behaviour shown in Figures 12 and 13. On any given side \( \Gamma_j \) (of length \( L_j \)) of the polygon, with \( s \) representing distance from \( P_{j-1} \), we represent the solution as

\[
v(s) = v_0(s) + v_+^+(s)e^{ik_+s} + v_+^-(L_j - s)e^{-ik_+s} + v_-^+(s)e^{ik_-s} + v_-^-(L_j - s)e^{-ik_-s} + \sum_{m=1}^{n+2} v_m(s)e^{ik_-r_m(s)},
\]

where here: \( v_0 \) represents a (known) truncated series of “rereflected” plane waves (referred to as “beams” in [50]), i.e. an approximation to the behaviour shown in Figure 12; \( v_{\pm}^+(s)e^{\pm ik_{\pm}s} \) represents “diffraction” along \( \Gamma_j \) from “adjacent corners”, i.e. the behaviour as shown on the left of Figure 13, where
here the phase functions $e^{\pm ik \pm s}$ capture the oscillations of these “diffracted” waves, but the amplitudes $v_\pm$ are unknown, and are approximated by piecewise polynomials on overlapping graded meshes (due to singularities at the corners) as for the sound-soft convex polygonal scattering problem described above; finally $v_m(s)e^{i k - r_m(s)}$ represents “diffraction” on $\Gamma_j$ emanating from non-adjacent corners, with here $r_m(s)$ denoting the distance from the $m$th corner to the point $x(s)$ parametrised by $s$ on $\Gamma_j$, i.e. the behaviour as shown on the right of Figure 13, where there the phase functions $e^{i k - r_m(s)}$ capture the oscillations of these “diffracted” waves, but the amplitudes $v_m$ are unknown, and are each approximated by piecewise polynomials (of order $p$) on a mesh on $\Gamma_j$, with mesh points lined up with potential discontinuities in $v_m$ arising from our sharp “cutting off” of the beams, as shown in Figure 12 (for full details, see [50, §3.2.3]).

This scheme is rather more complicated than the corresponding ones for impenetrable scatterers, but numerical results in [50, §4] suggest that the best approximation achieved by this HNA approximation space has a relative error that decreases as $k$ increases, and further that represents a significant improvement over using $v_0$ (essentially the “Geometrical Optics” solution) on its own.

Here, we compare results from [50, Table 1] with those presented in Table 1 above for the problem of sound soft scattering by an impenetrable convex polygon. We consider the same geometry as described above for the case of scattering by a sound soft convex polygon, i.e. an equilateral triangle of side length $2\pi$, but now we allow the wave to pass through the triangle, as illustrated in Figure 14. In the results below we take the refractive index of the media to be 1.31, so that for any given exterior wavenumber $k_+$, the interior wavenumber is $k_- = k_+(1.31 + \xi i)$, where $\xi$ determines the level of absorption. We fix $p = 4$, in which case the total number of degrees of freedom required by the approximation space outlined above is 193 (compared to 192 for $p = 3$ for the sound-soft convex polygon example, presented above). In Figure 15 we plot the relative error in best approximation to both $u$ and $\partial u/\partial n$ on $\Gamma$, as computed with 193 degrees of freedom, for $\xi = 0$ (zero absorption), for $\xi = 0.025$ and for $\xi = 0.05$. The best approximation is computed via matching with a known “reference” solution computed using standard BEM on a very fine mesh - see [50] for details. For comparison, on each plot we also show the relative error in the HNA BEM solution to the problem of scattering by the sound soft convex polygon, as computed with 192 degrees of freedom (i.e. some of the results from Table 1). The comparison here is not completely fair - for the sound soft problem we have computed the solution by solving the BIE using an HNA
approximation space, whereas for the transmission problem we have merely fitted the best approximation from an HNA approximation space, and there is no guarantee that solving the BIE numerically would achieve this best approximation. Also, in solving the sound soft problem, the relative error is in our approximation to $\partial u/\partial \nu$, and we compare that result here with the best approximation to both $u$ and $\partial u/\partial \nu$ for the transmission problem. However, having said all that, we note that, except for the most challenging case of zero absorption, the error in best approximation from the HNA approximation space for the transmission problem is comparable or better than the HNA BEM solution for the much simpler problem of scattering by a sound soft convex polygon.

Although in this case there is no rigorous theory, unlike for the simpler cases of the screen and the impenetrable polygon, the results in Figure 15 (and see [50] for a much wider range of examples) demonstrate that the HNA BEM has the potential to be successful even for this significantly more complicated scenario. Further results in [50], also for the calculation of the solution in the domain and the far field pattern, show that good results can
be achieved for a range of scatterers with different absorptions; as absorption reduces, so the influence of diffraction from non-adjacent corners increases, and we surmise that, in this case, it may be necessary to add additional terms to the ansatz (71) in order to achieve higher levels of accuracy. We note though that results in [50] suggest that the ansatz outlined above is sufficient to achieve 1% relative error in the far-field pattern for any absorption and frequency (for the range of examples tested).

3.3.5 Other boundary conditions and 3D problems

We have focussed mostly in this section on sound soft scattering problems. There is no difficulty in extending the algorithms and much of the analysis to sound hard or impedance scattering problems. In particular, the HNA approach has been very successfully applied to the problem of scattering by convex polygons with impedance boundary conditions (see [23] for details), solving (45) with $\eta = 0$. We do not include specific details of that case here, but note that the approximation space is very similar to that for scattering by sound-soft convex polygons, as detailed above, and also that a summary of the approach in that case and further numerical results can be found in [19].

Much more challenging is extension to 3D, because of the greater complexity of the high frequency asymptotics of the solution, in particular the much larger number of possible contributing ray paths and associated oscil-
latory phases. But at least for significant classes of 3D problems it seems likely that this methodology will be effective, leading to substantially reduced computational cost compared to standard BEMs.

As a starting point, we reported in [19, §7.6] initial numerical experiments by Hewett for scattering in 3D by a sound-soft square screen (the 3D version of the problem tackled in §3.3.1), exploring whether the high frequency ansatz (55) is able to approximate the exact solution with a small number of degrees of freedom, experimenting with different choices for the phases $\phi_m$ and the number $M$ of oscillatory phases included. In work in progress this ansatz has been implemented in a Galerkin scheme analogous to that in §3.3.1 [51]. These results suggest that the best approximation results for certain 3D problems are broadly achieved by HNA BEM in practice, and that inclusion of appropriate oscillatory basis functions in the approximation space as outlined here can lead to high accuracy at reasonably high frequencies with a relatively small number of degrees of freedom, certainly compared to standard BEM, even in the 3D case.

4 Links to the unified transform method

As noted in the introduction, this paper appears in a collection of articles in significant part focussed on the so-called “unified transform” or “Fokas transform” introduced by Fokas in 1997 [44] and developed further by Fokas and collaborators since then (see, e.g., [32] and the other papers in this collection). This method is on the one hand an analytical transform technique which can be employed to solve linear BVPs with constant coefficients in canonical domains, for which it serves as a generalisation of classical transform and separation of variables techniques (for a high frequency application, to acoustic scattering by a circular domain, see [46]). But also this method, when applied in general domains, has some aspects in common with BIE and boundary element methods, as discussed by Spence [76] in this volume.

The investigation of the unified transform method as a numerical scheme for the Helmholtz equation is arguably in its infancy. The focus to date has been on numerical experiments for particular geometries for the 2D interior Dirichlet problem (5), and general methodologies and associated theoretical numerical analysis results are limited to date. Spence [76, §10.3] in this volume reviews these developments in detail, proves some new theoretical convergence results for one particular proposed implementation, and makes connections with boundary integral equation and boundary element methods, and other numerical schemes. We add to this discussion in §4.1 below,
in particular pointing out that one particular implementation (see Theorem 4.2 below), approximating the unknown Neumann data from a space of traces of plane waves, computes precisely the best approximation from that space. We also make additional connections to related methods: the least squares method and the method of fundamental solutions: see Remarks 4.3 and 4.4.

The unified transform method, as articulated in §4.1 below and in [78, 76], does not apply to exterior problems for the Helmholtz equation, at any rate to exterior problems set in the exterior of a bounded set $\Omega_-$, such as the exterior Dirichlet problem (7). The issue is that plane wave (and generalised plane wave) solutions of the Helmholtz equation, which are fundamental to the method (see §4.1) do not satisfy the standard Sommerfeld radiation condition (4) (for more discussion see §4.2 below, and note that [45] does achieve an implementation for a particular exterior problem for the modified Helmholtz equation, i.e., (1) with $k$ pure imaginary). But the unified transform method can be applied to so-called rough surface scattering problems, where the scatterer takes the form

$$\Omega_- := \{ \mathbf{x} = (\tilde{x}, x_d) \in \mathbb{R}^d : x_d < f(\tilde{x}) \},$$

(72)

for some bounded, Lipschitz continuous function $f : \mathbb{R}^{d-1} \to \mathbb{R}$ so that $\Gamma$ is the graph of $f$ and the boundary value problem to be solved is posed in the perturbed half-space $\Omega_+ := \mathbb{R}^d \setminus \overline{\Omega_-}$. Generalised plane waves (as defined in §4.1) that propagate upwards or decay in the vertical direction satisfy the appropriate radiation conditions in this case: in 2D these are the so-called Rayleigh expansion radiation condition, (80) below, in the case when $f$ is periodic, and the upwards propagating radiation condition [18] more generally.

Not only can the unified transform method be applied to these rough surface scattering problems, it already has been applied in these cases, developed independently in papers by DeSanto and co-authors from 1981 onwards [33, 35, 36, 34, 5]. In §4.2 below, we recall this method for the simplest of these problems, the 2D sound soft scattering problem (14) in the particular case when the scatterer $\Omega_-$ is a one-dimensional diffraction grating by which we will mean that $d = 2$ and $f : \mathbb{R} \to \mathbb{R}$ is periodic (this case considered in particular in [35, 5]). We point out that the so-called spectral-coordinate (SC) and spectral-spectral (SS) methods proposed in [35] correspond to two implementations of the unified transform methods with different choices of approximation space. We note that the SS* method proposed in [5], a variant of the SS method, corresponds precisely to the method for the interior
Dirchlet problem (5) analysed in Theorem 4.2 below, and we prove a new result (Theorem 4.6) characterising and proving convergence of this method, sharpening [5, Lemma 4.1]. We also discuss the conditioning of the linear systems that arise from these methods.

4.1 The unified transform method for the interior Dirichlet problem

At the heart of the unified transform method is the so-called *global relation*. For linear elliptic PDEs with constant coefficients this global relation follows from the divergence theorem. In particular, as described in [78, 76] for the Helmholtz equation (1) (and the Laplace and modified Helmholtz equations), applying Green’s second theorem to a solution $u \in H^1(D)$ of (1) and a function $v \in \mathcal{R} := \{ v \in H^1(D) \cap C^2(D) : \Delta u + k^2 u = 0 \text{ in } D \}$ in a bounded two-dimensional Lipschitz domain $D$ gives that

$$\int_\Gamma \partial_\nu u \overline{v} \, ds = \int_\Gamma \gamma u \partial_\nu \overline{v} \, ds, \text{ for all } v \in \mathcal{R}. \quad (73)$$

We remark that the lower part of (18), i.e. (18) with $x \in \Omega_+$, is precisely a particular instance of (73).

For (1) with $k > 0$, the *global relation* [78, 76] is (73) restricted to the subset $\mathcal{P} \subset \mathcal{R}$ of separable solutions of (1) in Cartesian coordinates. In two dimensions $\mathcal{P}$ is the one-parameter family $\mathcal{P} = \{ v(\cdot, \theta) : \theta \in \mathbb{C} \}$, where $v(x, \theta) := \exp(ik(\cos \theta x_1 + \sin \theta x_2))$. For $\theta \in \mathbb{R}$, $v(\cdot, \theta)$ is a plane wave travelling in the direction $\hat{a} = (\cos \theta, \sin \theta)$. For complex $\theta$ we term $v(\cdot, \theta)$ a *generalised* plane wave (often alternatively an *evanescent* or *inhomogeneous* plane wave). The following lemma notes linear independence and density properties of $\mathcal{P}$.

**Lemma 4.1.** Suppose that $-k^2$ is not a Dirichlet eigenvalue of the Laplacian in $D$. Then:

(i) For $N \in \mathbb{N}$, $\gamma v(\cdot, \theta_1), \ldots, \gamma v(\cdot, \theta_N)$ are linearly independent if $\theta_1, \ldots, \theta_N \in \mathbb{C}$ are distinct.

(ii) The linear span of $\{ \gamma v(\cdot, \theta) : 0 \leq \theta < 2\pi \}$ is dense in $L^2(\Gamma)$.

**Proof.** (i) This is a development of standard arguments, e.g., [1], which demonstrate the linear independence of ordinary plane waves. Suppose that $c_1, \ldots, c_N \in \mathbb{C}$ and $v := \sum_{n=1}^{N} c_n \gamma v(\cdot, \theta_n) = 0$ on $\Gamma$. Then $v = 0$ in $D$ and, since $v \in C^2(\mathbb{R}^2)$ and satisfies (1) in $\mathbb{R}^2$, it follows by analyticity of $v$ [28, p. 72] that $v = 0$ in $\mathbb{R}^2$. 49
For \( n = 1, \ldots, N \) set \( \alpha_n := k \cos \theta_n \) and \( \beta_n := k \sin \theta_n \). Suppose, without loss of generality, that \( N = 2M \) is even, that \( N \geq 4 \), and that \( \alpha_1 = 1, \alpha_2 = -1, \) and \( \alpha_{2m-1} = \alpha_{2m} \), in which case \( \beta_{2m-1} = -\beta_{2m} \neq 0 \), for \( m = 2, \ldots, M \). Since \( v(t, 0) = 0 \) for \( t \in \mathbb{R} \), it holds that

\[
\sum_{m=1}^{M+1} d_m e^{i\eta_m t} = 0, \quad t \in \mathbb{R},
\]

where \( d_m := c_m, \eta_m := \alpha_m, \) for \( m = 1, 2, \) and \( \eta_{m+1} := \alpha_{2m-1}, d_{m+1} := c_{2m-1} + c_{2m}, \) for \( m = 2, \ldots, M \). Since the \( \theta_n, n = 1, \ldots, N \), are distinct, so also are the \( \eta_m, m = 1, \ldots, M+1 \). Let \( n \in \{1, \ldots, M+1\} \) be such that \( \text{Im}[\eta_n] \leq \text{Im}[\eta_m] \), for \( m = 1, \ldots, M+1 \). Then, multiplying (74) by \( \exp(-i\eta_n) \) and integrating it follows that

\[
\sum_{m=1}^{M} \frac{d_m}{A} \int_{A}^{2A} e^{i(\eta_m-\eta_n)t} \, dt = 0, \quad A > 0.
\]

Taking the limit \( A \to \infty \) we see that \( d_n = 0 \). Repeating this argument we deduce that \( d_m = 0, m = 1, \ldots, M+1 \), so that \( c_1 = c_2 = 0 \) and \( c_{2m-1} = -c_{2m}, m = 2, \ldots, M \).

To conclude we note also that \( \partial v(x)/\partial x_2 = 0 \) for \( x = (t, 0) \) and \( t \in \mathbb{R} \). This implies that

\[
\sum_{m=3}^{M+1} e_m e^{i\eta_m t} = 0, \quad t \in \mathbb{R},
\]

where \( e_m = i\beta_{2m}(c_{2m} - c_{2m-1}) \). Arguing as for (74) we deduce that \( e_m = 0 \), for \( m = 2, \ldots, M+1 \), so that \( c_m = 0, \) for \( m = 1, \ldots, 2M \).

(ii) This is an easy consequence of a standard result on the Herglotz integral operator [27, Theorem 5.24].

Spence [76] reviews the implementations to date of the unified transform method for the (2D) interior Dirichlet problem (5). These implementations impose (73) (with \( \gamma u = h \)) for \( v \in \mathcal{P}_N \), where \( \mathcal{P}_N \) is an \( N \)-dimensional test space of generalised plane waves: explicitly, for some distinct \( \theta_{j,N} \in \mathbb{C}, \) \( j = 1, \ldots, N, \) \( \mathcal{P}_N \) is the space spanned by \( \{v(\cdot, \theta_{j,N}) : 1 \leq j \leq N\} \). An approximation \( \phi_M \) to \( \partial_v u \), which is an element of \( Q_M \subset H^{-1/2}(\Gamma) \), the \( M \)-dimensional trial space with \( M \geq N \), is obtained by requiring that

\[
\int_{\Gamma} \phi_M \overline{v_N} \, ds = \int_{\Gamma} h \overline{\partial_v v_N} \, ds, \quad \text{for all } v_N \in \mathcal{P}_N, \quad (75)
\]
this equation overdetermined if \( M > N \) in which case it is imposed, e.g., in a least squares sense. Spence [76] tabulates the implementations to date, which vary in the choice of approximation space \( Q_M \) and in the choice of generalised plane waves, i.e. in the choice of \( \theta_{j,N} \in \mathbb{C}, \ j = 1, ..., N \).

Assume now that \(-k^2\) is not a Dirichlet eigenvalue of the Laplacian, in other words (see the discussion below (5)), that the interior Dirichlet problem (5) has a unique solution for all \( h \in H^{1/2}(\Gamma) \). In that case there is a well-defined operator \( P_{D\!N} : H^{1/2}(\Gamma) \to H^{-1/2}(\Gamma) \), the Dirichlet to Neumann map, that takes the Dirichlet data \( h \in H^{1/2}(\Gamma) \) to \( \partial_{\nu}u \in H^{-1/2}(\Gamma) \), where \( u \) is the solution of the BVP (5). From (25) we see that, explicitly,

\[
P_{D\!N} = S_k^{-1}(D_k + \frac{1}{2}I).
\]

With this notation the global relation (73) for the interior Dirichlet problem can be written equivalently as

\[
\int_{\Gamma} \phi \overline{\psi} ds = \int_{\Gamma} h P_{D\!N} \overline{\psi} ds, \quad \text{for all } \psi \in H^{1/2}(\Gamma),
\]

where \( \phi = \partial_{\nu}u \in H^{-1/2}(\Gamma) \).

The implementations of the unified transform method reviewed in [76] can be viewed as Petrov-Galerkin methods for the variational equation (77), Petrov-Galerkin since the trial and test spaces differ, reflecting that the trial and test spaces, \( H^{-1/2}(\Gamma) \) and \( H^{1/2}(\Gamma) \), respectively, differ in (77) at the continuous level. But in the case that the Dirichlet data is sufficiently smooth, precisely when \( h \in H^{1}(\Gamma) \) in which case, by Corollary 2.4, \( \phi \in L^2(\Gamma) \), we can think of (77) alternatively as a variational problem on \( L^2(\Gamma) \times L^2(\Gamma) \). (Note that, from (76) and [19, Theorem 2.25], \( P_{D\!N} \) extends to a bounded mapping from \( L^2(\Gamma) \) to \( H^{-1}(\Gamma) \), this the dual space of \( H^{1}(\Gamma) \) with respect to the \( L^2(\Gamma) \) inner product, so that, when \( h \in H^{1}(\Gamma) \), the right hand side of (77) defines a continuous anti-linear functional on \( L^2(\Gamma) \).)

Indeed, in this setting, (77) is the simplest possible variational problem: (77) corresponds to (49) with \( \mathcal{V} = \mathcal{V}' = L^2(\Gamma) \) and \( A = I \), the identity operator! Of course this problem is trivially continuous and coercive, with continuity and coercivity constants, \( C \) and \( \alpha \) in Lemma 3.2, equal to one. Thus attractive is to choose \( M = N \) and \( Q_M := \mathcal{P}_N^\Gamma \), where \( \mathcal{P}_N^\Gamma := \gamma(\mathcal{P}_N) = \{ \gamma v : v \in \mathcal{P} \} \) is a space of restrictions of plane waves to \( \Gamma \), for in that case (75) is a standard Galerkin method and, by Céa’s lemma (Lemma 3.2) or standard properties of orthogonal projection in Hilbert spaces, e.g., [71, Theorem 12.14], one has the following result.
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Theorem 4.2. Suppose that $-k^2$ is not a Dirichlet eigenvalue, so that (5) is uniquely solvable, and $h \in H^1(\Gamma)$ so that $\phi := \partial_n u \in L^2(\Gamma)$. Suppose also that $M = N \in \mathbb{N}$ and $Q := P_N := \gamma(\mathcal{P}_N)$, where $\mathcal{P}_N$ is some $N$-dimensional subspace of $\mathcal{P}$. Then (75) has a unique solution which is $\phi_N = P_N \phi$, where $P_N : L^2(\Gamma) \rightarrow \mathcal{P}_N$ is orthogonal projection, so that $\phi_N$ is the best $L^2(\Gamma)$ approximation to $\phi$ in $\mathcal{P}_N$.

With the choices made in this theorem it holds that

$$\phi_N = \sum_{n=1}^{N} c_n \gamma v(\cdot, \theta_{n,N}),$$

for some complex coefficients $c_n$, and (75) is equivalent to the linear system

$$\sum_{n=1}^{N} a_{mn} c_n = \int_{\Gamma} h \overline{\partial_n v(\cdot, \theta_{m,N})} \, ds, \quad m = 1, \ldots, N,$$

(78)

where $a_{mn} = \int_{\Gamma} \gamma v(\cdot, \theta_{n,N}) \overline{\gamma v(\cdot, \theta_{m,N})} \, ds$. It is easy to see that the matrix $[a_{mn}]$ is Hermitian and positive semi-definite, indeed positive definite in view of Lemma 4.1(i): see, e.g., the discussion in [5, §5].

Remark 4.3. The same matrix $[a_{mn}]$ and a similar right hand side arises when solving the interior Dirichlet problem by a least squares method (e.g., [1]). Seek an approximation $u_N$ to the solution $u$ of (5) in the form

$$u_N = \sum_{n=1}^{N} c_n' v(\cdot, \theta_{n,N}),$$

choosing the complex coefficients $c_n'$ to minimise $\|h - \gamma u_N\|_{L^2(\Gamma)}$. Then the coefficients $c_n'$ satisfy

$$\sum_{n=1}^{N} a_{mn} c_n' = \int_{\Gamma} h \gamma v(\cdot, \theta_{m,N}) \, ds, \quad m = 1, \ldots, N.$$

Remark 4.4. The focus above is on the unified method as a numerical method, i.e. on (75). But we note that the same analysis and results apply (and in 2D and 3D) if we replace $P_N$ in (75) by any $N$-dimensional subspace of $\mathcal{P}$. Not least Theorem 4.2 holds (in 2D and 3D) with $P_N$ any $N$-dimensional subspace of $\mathcal{P}$, and (78) holds with $v(\cdot, \theta_{j,N})$, $j = 1, \ldots, N$, replaced by any choice of basis for this amended $P_N$.

One possible choice of $P_N \subset \mathcal{P}$, this choice suggested by the lower part of (18), is to take $P_N$ to be the space spanned by $\{\Phi(\cdot, \mathbf{x}_n) : 1 \leq n \leq N\}$, where $\mathbf{x}_1, \ldots, \mathbf{x}_N$ are distinct points in $\mathbb{R}^d \setminus \overline{D}$. With this choice (75) is a variant on the so-called method of fundamental solutions, e.g., [1].
4.2 Diffraction gratings and the unified transform method

The previous subsection has described the unified transform method as a numerical method for interior problems, in particular the interior Dirichlet problem (5), but our focus in this paper is acoustic scattering in which we are solving exterior problems. As noted above, we cannot see how the unified transform method, as currently formulated, can be applied to any of the exterior or scattering problems that we have stated in §2, where we need to solve the Helmholtz equation in the exterior of a bounded set $\Omega_-$, whose boundary is denoted by $\Gamma$. In particular, the global relation (73) does not hold for any generalised plane wave $v$ in this case.

But, as outlined above, the global relation does hold for some generalised plane waves in the rough surface scattering case, where the scatterer is the non-locally perturbed half-plane (in 2D) or half-space (in 3D), given by (72). For this geometry, in both 2D and 3D, versions of the global relation and the unified transform method have been developed independently (and with different terminology) by DeSanto and co-workers [33, 35, 36, 34, 5].

In this section we describe (and elaborate on) this work for the simplest case, for which the numerical analysis is most complete [33, 35, 5], namely the 2D sound soft scattering problem and associated Dirichlet problem in the case when $f : \mathbb{R} \rightarrow \mathbb{R}$ in (72) is periodic, with some period $L$. For this scattering problem, in the case when the incident field $u^I$ is the plane wave (13) for some $\hat{a} = (\sin \theta^I, -\cos \theta^I)$, where $\theta^I \in (-\pi/2, \pi/2)$ is the angle of incidence, it is natural to look for a solution $u$ to the scattering problem which is quasi-periodic with period $L$ and phase shift $\mu = k \sin \theta^I$, meaning that

$$u((x_1 + L, x_2)) = \exp(i \mu L)u(x), \quad \text{for } x \in \Omega_+.$$  \hfill (79)

Let $\Omega_+^L := \{ x = (x_1, x_2) \in \Omega_+ : 0 < x_1 < L \}$, $\Gamma^L := \{ x \in \Gamma : 0 < x_1 < L \}$, and, for $\mu \in \mathbb{R}$, let $C^2_\mu(\Omega_+^L)$ denote those $u \in C^2(\Omega_+)$ that satisfy (79).

The standard radiation condition imposed on the scattering field $u^S := u - u^I$ for this problem can be obtained by applying separation of variables in $\Omega_+^L$ to the Helmholtz equation (1) under the constraint that $u \in C^2_\mu(\Omega_+)$. This leads to an expression for $u^S$ as a countable linear combination of generalised plane waves. Discarding those generalised plane waves which are growing exponentially away from $\Gamma$, or are plane waves propagating towards $\Gamma$, leads to the representation (the Rayleigh expansion radiation condition (RERC)) that

$$u^S(x) = \sum_{n \in \mathbb{Z}} c_n \exp(ik[\alpha_n x_1 + \beta_n x_2]), \quad \text{for } x_2 > f_+ := \max(f),$$  \hfill (80)
for some complex coefficients $c_n$, where
\[ \alpha_n := \mu/k + 2\pi n/(kL) \quad \text{and} \quad \beta_n := \begin{cases} \sqrt{1 - \alpha_n^2}, & |\alpha_n| \leq 1, \\ i\sqrt{\alpha_n^2 - 1}, & |\alpha_n| > 1. \end{cases} \quad (81) \]

The standard Dirichlet problem in this case is then:

Given $h \in H^{1/2}_\mu(\Gamma_L)$, find $u \in C^2_\mu(\Omega_L^+) \cap H^1_{\text{loc}}(\Omega_L^+)$ such that (1) holds in $\Omega_+$, $\gamma u = h$ on $\Gamma_L$, and $u$ satisfies the RERC (80).

Here, for $\mu \in \mathbb{R}$, $H^{1/2}_\mu(\Gamma_L)$ is the closure in $H^{1/2}(\Gamma_L)$ of those $\phi \in C^\infty(\Gamma)$ that satisfy (79) for $x \in \Gamma$. That (82) is uniquely solvable is shown in [40].

For $\mu \in \mathbb{R}$, let
\[ \mathcal{R}_\mu := \{ v \in C^2_\mu(\Omega_L^+) \cap H^1_{\text{loc}}(\Omega_L^+) : v \text{ satisfies (1) and (80)} \}, \]
and note that $u \in \mathcal{R}_\mu$ if $u$ is a solution of (82). The numerical schemes in [35] derive from the observation that, if $u$ satisfies (82), then (where $\nu$ is the unit normal directed into $\Omega^+_+$)
\[ \int_{\Gamma_L} \partial_\nu u \gamma v d\sigma = \int_{\Gamma_L} h \partial_\nu v d\sigma, \quad \text{for all} \quad v \in \mathcal{R}_{-\mu}, \quad (83) \]

this identity (83) derived by applying Green’s second theorem to $u$ and $v$ in $\{ x \in \Omega_L^+ : x_2 < H \}$, for some $H > f_+$. The identity (83) holds, in particular, for those generalised plane waves $v(\cdot, \theta)$ that are in the set $\mathcal{P}_\mu := \{ v(\cdot, \theta_n) : n \in \mathbb{Z} \}$, where $\theta_n \in \mathbb{C}$ is defined by
\[ (\cos \theta_n, \sin \theta_n) = (-\alpha_n, \beta_n), \]
with $\alpha_n$ and $\beta_n$ given by (81). These are the generalised plane waves that are elements of $\mathcal{R}_{-\mu}$.

Thus a version of the global relation holds, that
\[ \int_{\Gamma_L} \partial_\nu u \gamma v d\sigma = \int_{\Gamma_L} h \partial_\nu v d\sigma, \quad \text{for all} \quad v \in \mathcal{P}^*_\mu, \quad (84) \]
where
\[ \mathcal{P}^*_\mu := \{ v(\cdot, \theta) : (\cos \theta, \sin \theta) = (\alpha_n, -\beta_n) \text{ and } n \in \mathbb{Z} \} \subset \mathcal{P}. \]

Explicitly, (84) is the sequence of equations
\[ \int_{\Gamma_L} \partial_\nu u v(\cdot, \theta_n) d\sigma = \int_{\Gamma_L} h \partial_\nu v(\cdot, \theta_n) d\sigma, \quad n \in \mathbb{Z}. \quad (85) \]

Equation (84), which is equivalent to (85), uniquely determines $\partial_\nu u$ because of the following density result (cf., Lemma 4.1).
Lemma 4.5. (i) [5, Corollary 3.2] The functions \{γv(·, θ_n) : n ∈ \mathbb{Z}\} ⊂ \mathcal{L}^2(Γ_L) are linearly independent.

(ii) [5, Lemma 3.1] The linear span of \mathcal{P}_R^*, which is the linear span of \{v(·, θ_n) : n ∈ \mathbb{Z}\}, is dense in \mathcal{L}^2(Γ_L).

In the sound soft scattering problem, the incident field \(u^I\) is the plane wave (13), with \(\hat{a} = (\sin \theta^I, -\cos \theta^I) = (\alpha_0, -\beta_0)\), and the scattered field \(u^S\) is the solution of (82) with \(h = -u^I|_{Γ_L}\). So (85) holds with \(u\) replaced by \(u^S\) and \(h = -u^I|_{Γ_L}\). But also, applying Green’s second theorem to \(u^I\) and \(v(·, θ_n)\) in \(\{x ∈ Ω_L^+: x_2 < H\}\) for some \(H > f_+\), we deduce that

\[
\int_{Γ_L} \partial_νu^I v(·, θ_n) \, ds = \int_{Γ_L} γu^I \partial_νv(·, θ_n) \, ds - 2ikLδ_{0,n}, \quad n ∈ \mathbb{Z},
\]

(86)

where \(δ_{m,n}\) is the Kronecker delta. Adding (85) (with \(u\) replaced by \(u^S\) and \(h = -γu^I\)) and (86), we see that the total field \(u = u^I + u^S\) satisfies

\[
\int_{Γ_L} \partial_νu γv(·, θ_n) \, ds = -2ikLδ_{0,n}, \quad n ∈ \mathbb{Z},
\]

(87)

this equation dating back to [33] (and see [35, §4] and [5]). It follows, e.g. from Rellich identities, that \(∂_νu ∈ \mathcal{L}^2(Γ_L)\) [40].

DeSanto et al. [35] propose discretisations of (87) in which we seek an approximation to \(∂_νu\) in \(Q_N\), some \(N\)-dimensional subspace of \(\mathcal{L}^2(Γ_L)\), and we impose (87) for \(n = n_1, ..., n_N\), for distinct integers \(n_j\); in other words we impose (87) for \(v(·, θ_n) ∈ \mathcal{P}_N\), the \(N\)-dimensional space spanned by \(\{v(·, θ_{nm}) : 1 ≤ m ≤ N\}\). If \(\{χ_1, ..., χ_N\}\) is a basis for \(Q_N\), and \(ψ_n := γv(·, θ_n)\), then the numerical method is to approximate

\[
∂_νu ≈ φ_N = \sum_{m=1}^{N} c_m χ_m
\]

(88)

where the coefficients \(c_m\) satisfy the linear system

\[
\sum_{m=1}^{N} \int_{Γ_L} χ_m ψ_{n_j} \, ds c_m = -2ikLδ_{0,n_j}, \quad j = 1, ..., N.
\]

(89)

DeSanto et al. [35] propose two different choices of space \(Q_N\) and basis functions \(χ_m\), the spectral coordinate (SC) method, using a “pulse” basis (piecewise constant basis functions), in which \(χ_m\) is the characteristic function of \(\{x ∈ Γ_L : (m - 1)h < x_1 < mh\}\), where \(h = L/N\), and the spectral-spectral (SS) method, in which \(χ_m := γv(·, θ_{nm} + π)\), for \(m = 1, ..., N\).
Numerical experiments with the SC and SS methods are carried out in [35]. The methods are extended to transmission problems in [36], and the SC method to 3D sound soft and sound hard scattering problems for doubly-periodic, diffraction gratings surfaces in [34].

In [5] a variant of the SS method is proposed, the SS$^*$ method, characterised by the choice $\chi_m = \psi_{nm} = \gamma v(\cdot, \theta_{nm})$, so that $Q_N = \mathcal{P}_N^\Gamma$, the space spanned by $\{\gamma v(\cdot, \theta_{nm}) : 1 \leq m \leq N\}$. An attraction of this method, as observed in [5], is that, as with (78), this leads to a coefficient matrix $A_N = [a_{jm}]$, in this case with $a_{jm} = \int_{\Gamma_L} \psi_{nm} \overline{\psi_{nj}} \, ds$, that is Hermitian and positive definite.

Analogously to (77), (87) can be viewed as a variational formulation problem on $L^2(\Gamma_L) \times L^2(\Gamma_L)$: (87) corresponds to (49) with $\mathcal{V} = \mathcal{V}' = L^2(\Gamma_L)$ and $A = I$, the identity operator. Like (77) this formulation is trivially continuous and coercive, with continuity and coercivity constants, $C$ and $\alpha$ in Lemma 3.2, equal to one. The choice $Q_N = \mathcal{P}_N^\Gamma$ is a Galerkin method for (87), and by Céa’s lemma (Lemma 3.2) one has the following result (cf, Theorem 4.2).

**Theorem 4.6.** Suppose that $Q_N = \mathcal{P}_N^\Gamma$. Then $\phi_N$, given by (88) and (89), is the best $L^2(\Gamma_L)$ approximation to $\partial_\nu u$ in $\mathcal{P}_N^\Gamma$.

We note that this result improves on [5, Lemma 4.1] where it is shown, under the assumptions of this theorem, that

$$\|\partial_\nu u - \phi_N\|_{L^2(\Gamma_L)} \leq 2 \inf_{\psi \in \mathcal{P}_N^\Gamma} \|\partial_\nu u - \psi\|_{L^2(\Gamma_L)}.$$

Combining Theorem 4.6 with Lemma 4.5(ii) we obtain the following corollary, guaranteeing convergence of the SS$^*$ method.

**Corollary 4.7.** [5, Corollary 4.1] Suppose that the sequence of subspaces $\mathcal{P}_1^\Gamma, \mathcal{P}_2^\Gamma, \ldots$, is chosen so that, for every $n \in \mathbb{Z}$, $\psi_n \in \mathcal{P}_n^\Gamma$, for all sufficiently large $N$, and that $Q_N = \mathcal{P}_N^\Gamma$, for all $N \in \mathbb{N}$. Then

$$\|\partial_\nu u - \phi_N\|_{L^2(\Gamma_L)} \to 0 \quad \text{as } N \to \infty.$$

**Remark 4.8.** Numerical experiments in [5] compare the performance of the SC, SS, and SS$^*$ methods – to emphasise these can all be viewed as numerical implementations of the unified transform method for this sound soft diffraction grating problem – for the case when the surface profile $f$ is sinusoidal, and for various sizes of $kL$ and $ka$, where $a$ is the surface amplitude. Perhaps predictably, given Theorem 4.6, the SS$^*$ method is most
reliable, but, for some geometries and some angles of incidence, all three methods perform very well, producing highly accurate results with around one degree of freedom per wavelength (see [5, §6] for more details).

Remark 4.9. A potential difficulty with all of the SC, SS, and SS* methods is that the linear systems that arise can be very ill-conditioned. For the SS* method rigorous upper and lower bounds for \( \text{cond}(A_N) \), the condition number of the system matrix \( A_N \), are computed in [5], and the effects of this ill-conditioning on the computed solution are estimated. Regarding the behaviour of \( \kappa_N := \text{cond}(A_N) \), the main results are that \( \kappa_N \) remains low as long as \( \mathcal{P}_N^\Gamma \) contains only plane waves, i.e. \( \gamma v(\cdot, \theta_n) \) with \( \theta_n \in \mathbb{R} \), but necessarily eventually grows exponentially as \( N \to \infty \).

Remark 4.10. The system matrix in the SS* method is the transpose of the matrix to be solved when the same scattering problem is solved by a least squares method: see [5, §5] for more detail, and cf. Remark 4.3.
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