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1 Introduction

Data assimilation is a method for combining model forecast data with observational data in order to forecast more accurately the state of a system. One of the most popular data assimilation methods used in modern numerical weather prediction is four-dimensional data assimilation (4DVaR) (Sasaki (1970); Talagrand (1981); Lewis et al. (2006)), which seeks initial conditions such that the forecast best fits both the observations and the background state (which is usually obtained from the previous forecast) within a time interval called the assimilation window. Currently, in most operational weather centers, systems and states of dimension $O(10^5)$ or higher are considered, whereas there are considerably fewer observations, usually $O(10^3)$ (see Daley (1991); Nichols (2010) for reviews on data assimilation methods).

Linearised 4DVaR can be shown to be equivalent to Tikhonov, or $L_2$-norm regularisation, a well-known method for solving ill-posed problems (Johnson et al. (2005)). Such problems appear in a wide range of applications (Engl et al. (1996)) such as geosciences and image restoration, the process of estimating an original image from a given blurred image. From the latter work it is known that by replacing the $L_2$-norm penalty term with an $L_1$-norm penalty function, image restoration becomes edge-preserving as the process does not penalise the edges of the image. The $L_1$-norm penalty regularisation then recovers sharp edges in the image more precisely than the $L_2$-norm penalty regularisation (Hansen (1998); Hansen et al. (2006)). Edges in images lead to outliers in the regularisation term and hence, $L_1$-norms for the regularisation terms give a better result in image restoration. This is the motivation behind our approach for variational data assimilation.

The edge-preserving property of $L_1$-norm regularisation can be used for models that develop shocks, which is the case for moving weather fronts. In numerical weather prediction and ocean forecasting, it is recognized that the 4DVaR assimilation method may not give a good analysis where there is a sharp gradient in the flow, such as a front (Bennett (2002); Lorenc (1981)). If the front is displaced in the background estimate, then the assimilation algorithm may smear the front and also underestimate the true amplitude of the shock (Johnson (2003)). In these cases the error covariances propagated implicitly by 4DVaR are not representative of the correct error structures near the front. If model error is present, then there are systematic errors between the incorrect model trajectories and the observed data and therefore the strong constraint 4DVaR, which assumes a perfect model, is not able to represent these errors correctly. Here we apply an $L_1$-norm penalty approach to several numerical examples containing sharp fronts for cases with model error. We show that the $L_1$-norm penalty approach applied to the gradient of the analysis vector (we call this mixed Total Variation (TV) $L_1$-$L_2$-norm penalty regularisation) performs better than the standard $L_2$-norm regularisation in 4DVaR. With the use of the gradient operator and the $L_1$ norm, localisation of the gradient is enforced, which is important in tracking fronts. As an example we use the linear advection equation where sharp fronts and shocks are present. We use a numerical scheme that introduces some form of model error into the systems and find that, using an $L_1$-norm regularisation term, applied to the gradient of the
solution, fronts are resolved more accurately than with the standard $L_2$-norm regularisation of 4DVar.

The aim of this paper is to examine the potential benefits of using $L_1$-norm regularisation in variational data assimilation. It presents a preliminary study showing that the method has potential to give improvement over existing approaches. Further investigation remains to be done in order to evaluate the technique in an operational setting.

Section 2 gives an introduction to 4DVar and shows its relation to Tikhonov regularisation. In Section 3 we introduce the new algorithm and in Section 4 we explain how we solve the $L_1$-norm regularisation problem and the mixed TV $L_1$-$L_2$-norm regularisation problem. In Section 5 we state the model equations. Section 6 presents numerical examples, where the new $L_1$-norm regularisation is compared to standard 4DVar. In our examples we introduce several kinds of model error. Under these conditions it can be seen that $L_1$-norm regularisation outperforms 4DVar when sharp fronts are present (see Sections 6). We conclude with a section on future work.

2 4DVar and its relation to Tikhonov regularisation

In nonlinear 4DVar we aim to minimise the objective function

$$ J(x_0) = \frac{1}{2}(x_0 - x_0^b)^TB^{-1}(x_0 - x_0^b) + \frac{1}{2}\sum_{i=1}^{N}(y_i - H_t(x_i))^TR_i^{-1}(y_i - H_t(x_i)) $$

subject to the system equations

$$ x_{i+1} = M_{i+1,i}(x_i), \quad i = 0, \ldots, N - 1. $$

This is a nonlinear constraint minimisation problem where the first term in (1) is called the background term, $x_0^b$ is the background state at time $t = 0$ and $x_i \in \mathbb{R}^m$, $i = 0, \ldots, N$ are the state vectors at time $t_i$. The function $M_{i+1,i} : \mathbb{R}^m \rightarrow \mathbb{R}^m$ denotes the nonlinear model that evolves the state vector $x_i$ at time $t_i$ to the state vector $x_{i+1}$ at time $t_{i+1}$. In weather forecasting the state vector $x_0^b \in \mathbb{R}^m$ is the best estimate from the previous assimilation cycle of the state of the system at the start of the window. The vectors $y_i \in \mathbb{R}^p$, $i = 1, \ldots, N$ contain the observations at times $t_i$ and $H_t : \mathbb{R}^m \rightarrow \mathbb{R}^p$ is the observation operator that maps the model state space to the observation space.

Minimising (1) is a weighted nonlinear least-squares problem. By minimising $J(x_0)$ we find an initial state $x_0 \in \mathbb{R}^m$, known as the analysis, such that the model trajectory is close to the background trajectory and to the observations in a suitable norm. The symmetric matrix $B \in \mathbb{R}^{m,n}$ and the symmetric matrices $R_i \in \mathbb{R}^{p,p}$, $i = 1, \ldots, N$ are assumed to represent the covariance matrices of the errors in the background and the observations respectively. The matrices $R_i$ describe the combined effects of measurement errors, representativity errors (arising from the need to interpolate state vectors to the times and locations of the observations) and errors in the observation operator. Provided the background and observation errors have Gaussian distributions with mean zero, then minimising $J(x_0)$ is equivalent to finding the maximum a posteriori Bayesian estimate of the true initial condition (Lorenc (1986)).

We apply a Gauß-Newton method (Dennis and Schnabel (1983)) in order to solve the minimisation problem (1). From a starting guess $x_0^0$, Newton’s method for solving the gradient equation is

$$ \nabla\nabla J(x_0)\Delta x_0 = -\nabla J(x_0), \quad x_0^{k+1} = x_0^k + \Delta x_0^k, $$

for $k \geq 0$. In the Gauß-Newton method, the Hessian is replaced by an approximate Hessian $\nabla\nabla J(x_0^k)$ that neglects all the terms involving second derivatives of $M_{i+1,i}$ and $H_i$. We let $M_{i+1,i}$ be the Jacobian of $M_{i+1,i}$. Here we only consider problems where the observation operator is linear, that is $H_t(x_i) = H_t x_i$. Furthermore, both $R_i = R$ and $H_t = H$, are assumed to be unchanged over time.

The gradient of (1) is then given by

$$ \nabla J(x_0) = B^{-1}(x_0 - x_0^b) - \sum_{i=1}^{N}M_{i,0}(x_0)^TH^TR^{-1}(y_i - Hx_i), $$

where $M_{i,0}(x_0)$ is the Jacobian of $M_{i,0}(x_0)$. The chain rule gives

$$ M_{i,0}(x_0) = M_{i-1,i}(x_{i-1})M_{i-1,i-2}(x_{i-2}) \cdots M_{1,0}(x_0). $$

Taking the gradient of (4) and neglecting terms involving the gradient of $M_{i,0}(x_0)$ gives

$$ \nabla\nabla J(x_0) = B^{-1} + \sum_{i=1}^{N}M_{i,0}(x_0)^TH^TR^{-1}HM_{i,0}(x_0). $$

(6)

Both the summation terms in (4) and (6) can be obtained recursively using the adjoint equations

$$ \lambda_N = 0, $$

$$ \lambda_{i-1} = M_{i-1,i}(x_{i-1})^T(\lambda_i + H^TR^{-1}(y_i - Hx_i)), $$

for $i = N, \ldots, 1$, in order to find the gradient

$$ \nabla J(x_0) = B^{-1}(x_0 - x_0^b) - \lambda_0, $$

(7)

and similarly

$$ \nabla\lambda_n = 0 $$

$$ \nabla\lambda_{i-1} = M_{i-1,i}(x_{i-1})^T(\nabla\lambda_i - H^TR^{-1}HM_{i,0}(x_0)), $$

for $i = N, \ldots, 1$, leads to

$$ \nabla\nabla J(x_0) = B^{-1} - \nabla\lambda_0. $$

(8)

Using these adjoint equations we avoid having to compute $M_{i-1,i}(x_{i-1})$ several times. We note that $\lambda_i, i = 0, \ldots, N$
are vectors whereas \( \nabla \lambda_i, i = 0, \ldots, N \) are square matrices of the dimension of the system state.

The approximate Hessian \( \nabla^2 \mathcal{J}(x_0) \) and \( \nabla \mathcal{J}(x_0) \) are then used in (3), which is equivalent to a linearised least square problem. Here we solve this system directly. This approach is mathematically equivalent to the incremental 4DVar method as described in (Lawless et al. (2005a,b)); in the incremental method, however, the inner equations (3) are solved iteratively.

We may rewrite the objective function (1) in 4DVar as

\[
\mathcal{J}(x_0) = \frac{1}{2}(x_0 - x_{0b})^T B^{-1}(x_0 - x_{0b}) + \frac{1}{2}(\hat{y} - \hat{H}(x_0))^T \hat{R}^{-1}(\hat{y} - \hat{H}(x_0)),
\]

where

\[
\hat{H}(x_0) = \begin{bmatrix}
\mathcal{M}_{1,0}(x_0) \\
\mathcal{M}_{2,0}(x_0) \\
\vdots \\
\mathcal{M}_{N,0}(x_0)
\end{bmatrix}, \quad \text{and} \quad \hat{y} = \begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_N
\end{bmatrix}.
\]

In general \( \hat{H}(x_0) \) is a nonlinear operator, \( \hat{y} \in \mathbb{R}^{pN} \) is a vector and \( \hat{R} \in \mathbb{R}^{pN,pN} \) is a block diagonal matrix with diagonal blocks equal to \( R \). If we linearise \( \mathcal{M}_{i,0} \) about \( x_{0b} \), then the Jacobian of the augmented matrix \( \hat{H} \) is given by

\[
\hat{H} := \hat{H}(x_{0b}) = \begin{bmatrix}
\mathcal{M}_{1,0}(x_{0b}) \\
\mathcal{M}_{2,0}(x_{0b}) \\
\vdots \\
\mathcal{M}_{N,0}(x_{0b})
\end{bmatrix},
\]

which is essentially the observability matrix. Now writing \( B = \sigma_B^2 C_B \) and \( \hat{R} = \sigma_R^2 \mathcal{R} \) and performing a variable transform \( z := C_B^{-1/2}(x_0 - x_{0b}) \) we may write the linearised objective function that we aim to minimise as

\[
\hat{J}(z) = \|C_B^{-1/2}(\hat{y} - \hat{H}(x_{0b})) - C_B^{-1/2} \hat{R} C_B^{1/2} z\|^2_2 + \mu^2 \|z\|^2_2, \quad \mu^2 = \frac{\sigma_B^2}{\sigma_R^2}.
\]

This is equivalent to a linear least-squares problem with Tikhonov regularisation (Engl et al. (1996)), where \( \mu^2 \) acts as the regularisation parameter. If we set

\[
G := C_B^{-1/2} \hat{R} C_B^{1/2} \quad \text{and} \quad f := C_B^{-1/2}(\hat{y} - \hat{H}(x_{0b})),
\]

where \( G \in \mathbb{R}^{pN,m} \) and \( f \in \mathbb{R}^{pN} \), then equation (11) may be written as

\[
\min_z \hat{J}_2(z) = \min_z \{\|f - Gz\|^2_2 + \mu^2 \|z\|^2_2\}, \quad \mu^2 = \frac{\sigma_B^2}{\sigma_R^2}.
\]

If \( G \) is an ill-posed operator, or in the discrete setting an ill-conditioned matrix, then the minimisation problem

\[
\min_z \{\|f - Gz\|^2_2\}
\]

is hard to solve exactly, that is, the solution \( z \) does not continuously depend on the data. In data assimilation the matrix \( G = C_B^{-1/2} \hat{R} C_B^{1/2} \) is generally ill-conditioned, which means it has singular values that decay rapidly and many are very small or even zero. This problem occurs if there are not enough observations in the system, which is typical for numerical weather prediction. Furthermore, the given observations are subject to errors, leading to errors in the vector \( f \). Hence, we can see that the minimisation problem (14) with an ill-conditioned system matrix \( G \) and an unreliable data vector \( f \) will lead to an unstable solution and some form of regularisation is required (for example preconditioning, Tikhonov regularisation, singular value filtering, etc.). We consider Tikhonov regularisation where a regularisation term \( \mu^2 \|z\|^2_2 \) is introduced, which leads to the objective function \( \hat{J}_2(z) \) in (13). The minimisation of the Tikhonov function (13) gives the regularised solution

\[
z = (G^T G + \mu^2 I)^{-1} G^T f = \sum_{j=1}^{\min(pN,m)} \frac{\sigma_j^2}{\sigma_j^2 + \mu^2} u_j^T f u_j^T v_j,
\]

(see, for example (Hansen et al., 2006, Chapter 5) for details). The vectors \( u_j \) and \( v_j \) are the singular vectors of \( G \) belonging to the singular values \( \sigma_j \), where the singular value decomposition \( G = U \Sigma V^T \), with \( U \in \mathbb{R}^{pN,pN} \) and \( V \in \mathbb{R}^{m,m} \) orthonormal matrices and \( \Sigma \) is a \( pN \times m \) matrix with entries \( \sigma_j, j = 1, \ldots, \min(pN,m) \geq 0 \) on the leading diagonal and zeros elsewhere. Hence the factor \( \sigma_j^2/(\sigma_j^2 + \mu^2) \) acts as a filter for small singular values \( \sigma_j \).

It is known from image processing (Hansen et al. (2006)) that instead of taking the \( L_2 \)-norm for the regularisation term \( \mu^2 \|z\|^2_2 \) that is the background term the \( L_1 \)-norm gives a better performance when sharp edges need to be recovered. The reason for the edge-preserving property of the \( L_1 \)-norm is that the \( L_1 \)-norm enforces a sparse solution (Donoho (2006)). 4DVar performs poorly for the recovery of fronts. For shocks and fronts the gradient of the solution is sparse and hence we introduce a mixed Total Variation \( L_1-L_2 \)-norm approach which aims to recover fronts.

Hence we introduce and test two new approaches which are motivated by the \( L_1 \)-norm regularisation and compare them to standard 4DVar: These are \( L_1 \)-norm regularisation and a mixed Total Variation \( L_1-L_2 \)-norm regularisation. Both are described in the next section.

## 3 \( L_1 \)-norm and mixed \( L_1-L_2 \)-norm regularisation

With the notation in (12), the minimisation problem in (11) can be written as (13) - known as standard Tikhonov regularisation - where the second term is a regularisation term and \( \mu^2 \) is the regularisation parameter. In the literature, there has been a growing interest in using \( L_1 \)-norm regularisation for image restoration, see, for example, Fu et al. (2006); Agarwal et al. (2007); Schmidt et al. (2007).
Firstly, in this paper we consider the effects of $L_1$-norm regularisation for variational data assimilation by replacing the squared $L_2$-norm in the regularisation term $\mu^2\|z\|_2^2$ of (13) by the $L_1$-norm to obtain

$$\min_z \hat{J}_1(z) = \min_z \{\|f - Gz\|_2^2 + \mu^2\|z\|_1\}, \quad \mu^2 = \frac{\sigma_w^2}{\sigma_b^2}, \quad (16)$$

Equation (13) can be written as

$$\min_z \hat{J}_2(z) = \min_z \left\{\left\|\begin{bmatrix} f \\ 0 \end{bmatrix} - \begin{bmatrix} G \\ \mu I \end{bmatrix} z \right\|_2^2, \quad \mu^2 = \frac{\sigma_w^2}{\sigma_b^2}\right\}$$

The minimisation problems (16) and (17) aim to produce a solution $z$ and hence, with $z := C_B^{-1/2}(x_0 - x_0^b)$, an initial state $x_0 = C_B^{1/2}z + x_0^b$ such that the solution trajectory is both close to the background (the previous forecast) and the observations in some weighted norm. The solution to problems (16) promotes sparsity in the solution, hence it promotes a sparse vector $z$. We will see that this is not so useful for the computations.

Both the $L_2$-norm and the $L_1$-norm minimisation can be interpreted from a Bayesian point of view. For the $L_2$-norm approach - which is equivalent to standard 4DVar - a Gaussian distribution is assumed for the error in the prior, that is, for the background error. For the $L_1$-norm, the background error is assumed to have a Laplace (double-sided exponential) distribution. (For details, see the Appendix.)

The advantage of using the $L_1$-norm is that the solution is more robust to outliers. It has been observed that a small number of outliers have less influence on the solution (Fu et al. (2006)). Edges in images lead to outliers in the regularisation term and, hence, $L_1$-norms for the regularisation terms give a better result in image restoration. This is the motivation behind our approach for variational data assimilation.

However, if it is known that fronts are present in the solution then the gradient of the solution will be sparse - hence the gradient of the initial state $x_0$ will be sparse. If we approximate the gradient by a matrix $D$ given by

$$D = \begin{bmatrix} 1 & 0 & \ldots \\ -1 & 1 & 0 & \ldots \\ 0 & -1 & 1 & 0 & \ldots \\ \vdots & \vdots & \ddots & \ddots & \ddots \\ \ldots & \ldots & 0 & -1 & 1 \end{bmatrix}, \quad (18)$$

then the minimisation problem for a sparse initial state and hence a sharp front becomes

$$\min_{z,v,v^+} \hat{J}_{TV}(z) = \min_{z,v,v^+} \left\{\left\|\begin{bmatrix} f \\ 0 \end{bmatrix} - \begin{bmatrix} G \\ \mu I \end{bmatrix} z \right\|_2^2, \quad \mu^2 = \frac{\sigma_w^2}{\sigma_b^2}, \quad \right\}$$

subject to the constraints

$$\delta D(C_B^{1/2}z + x_0^b) = v^+ - v^-; \quad (22)$$

and

$$v^+ = \max(v, 0), \quad v^- = \max(-v, 0).$$

Problem (20) can then be written as

$$\min_{z,v,v^+} \left\{\left\|\begin{bmatrix} f \\ 0 \end{bmatrix} - \begin{bmatrix} G \\ \mu I \end{bmatrix} z \right\|_2^2 + \delta \|Dx_0\|_1, \quad \mu^2 = \frac{\sigma_w^2}{\sigma_b^2}, \quad \right\}$$

$$\quad \text{subject to the constraint}$$

$$\delta D(C_B^{1/2}z + x_0^b) = v^+ - v^-; \quad (22)$$

$$v^+, v^- \geq 0. \quad (23)$$

Here $B$ denotes the vector of all ones of appropriate size. This problem can then be written as

$$\min_{w} \left\{\frac{1}{2} w^T H w + c^T w \right\} \quad (24)$$

Consider the minimisation problems (16) and (19). In order to solve these least mixed norm solutions we use an approach introduced by (Fu et al. (2006)). Both problems (16) and (19) are solved in a similar way. We explain the algorithm using the minimisation problem (19), the application of the algorithm to problem (16) is similar.

First, with $x_0 = C_B^{1/2}z + x_0^b$, problem (19) can be formulated as

$$\min\left\{\left\|\begin{bmatrix} f \\ 0 \end{bmatrix} - \begin{bmatrix} G \\ \mu I \end{bmatrix} z \right\|_2^2 + \delta \|D(C_B^{1/2}z + x_0^b)\|_1\right\}.$$
subject to  
\[ Ew = g \quad \text{and} \quad Fw \geq 0, \quad (25) \]
where
\[
 w = \begin{bmatrix} z \\ v^+ \\ v^- \end{bmatrix}, \quad H = \begin{bmatrix} 2(G^TG + \mu^2I) & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]
\[
 c = \begin{bmatrix} -2G^Tf \\ 1 \\ 1 \end{bmatrix}, \quad E = \begin{bmatrix} \delta DC_B^{1/2} & -I & I \end{bmatrix},
\]
\[
 F = \begin{bmatrix} 0 & 0 & 0 \\ 0 & -I & 0 \\ 0 & 0 & I \end{bmatrix}, \quad g = -\delta Dx^b,
\]
and the block matrices \( I \) and \( 0 \) as well as the vectors \( 1 \) of all ones in the matrices \( H \), \( E \), \( F \) and \( c \) are of appropriate size. The objective function in \((24)\) is convex as \( H \) is symmetric positive semi-definite. In order to solve the quadratic programming problem \((24)\) with constraints \((25)\) we use the \textsc{Matlab} in-built function \texttt{quadprog.m}.

In the following section we consider a square wave advected using the linear advection equation as an example. We use a ‘true’ model (from which we take the observations) and another model, which is different from the truth and hence introduces a model error. The different models we use are introduced in the next section. In all examples we observe that the new edge-preserving mixed TV \( L_1 \)-\( L_2 \)-norm regularisation indeed gives better results than the standard \( L_2 \)-norm approach and the simple \( L_1 \)-norm regularisation.

In all the examples we keep the regularisation parameter \( \mu \) fixed, as we are only investigating the influence of the norm in the regularisation term, but not the size of the regularisation parameter \( \mu \).

5 Models

In this section we consider the problem
\[ u_t + [f(u)]_x = 0, \quad (26) \]
where \( f(u) \) is given by
\[ f(u) = u, \quad (27) \]
for the linear advection equation.

This general problem can be discretised using the upwind scheme
\[ U_j^{n+1} = U_j^n - \frac{\Delta t}{\Delta x} (f(U_j^n) - f(U_{j-1}^n)). \quad (28) \]

All equations are valid for \( j = 1, \ldots, N \), where \( f \) is given by \((27)\). The CFL condition
\[ \left| \max_{x} (f'(u)) \frac{\Delta t}{\Delta x} \right| \leq 1 \quad (29) \]
needs to be satisfied for stability (Morton and Mayers (2005); LeVeque (1992)). For the linear advection equation \((27)\) this condition just reduces to \( \Delta t < \Delta x \). For more details on the above methods we refer to LeVeque (1992).

6 Linear advection equation

Consider the linear advection equation
\[ u_t + u_x = 0, \quad (30) \]
on the interval \( x \in [0, 1] \), with periodic boundary conditions. The initial solution is a square wave defined by
\[
 u(x, 0) = \begin{cases} 
 0.5, & 0.25 < x < 0.5 \\
 -0.5, & x < 0.25 \quad \text{or} \quad x > 0.5.
\end{cases} \quad (31)
\]

This wave moves through the time interval; the true solution is obtained by the method of characteristics (by advecting the initial condition at speed 1, that is \( u(x, t) = u(x - t, 0) \)) and the model equations are defined by the upwind scheme \((28)\) with boundary conditions \( U_0^n = U_N^n \), where \( n = 1, \ldots, 80 \), \( \Delta x = \frac{1}{100} \) and \( n \) is the number of time steps. The same example is used in Griffith and Nichols (2000). For this example we take \( \Delta t = 0.005 \).

6.1 A standard experiment

We consider an assimilation window of length 40 time steps. After the assimilation period we compute the forecast for another 40 time steps, and hence, 80 time steps are considered in total. For the background and observation error covariance matrices we take \( B = 0.01I \) and \( R = 0.01I \); hence we put equal emphasis on the observations and the background. Moreover, for the background we choose \( U_0^n \) to be equal to the truth perturbed by Gaussian noise with mean zero and covariance \( B \). The background thus contains errors with variance of order 0.01. We test several cases.

1. Perfect observations are taken everywhere in time and space.
2. Perfect observations are taken every 20 points in space and every 2 time steps.
3. Imperfect observations are taken every 20 points in space and every 2 time steps; for the observations we introduce Gaussian noise with mean zero and variance 0.01.

For all cases we test
- standard 4DVar (minimisation problem \((17)\)),
- \( L_1 \)-norm regularisation (minimisation problem \((16)\)), and
- mixed TV \( L_1 \)-\( L_2 \)-norm regularisation (minimisation problem \((19)\)).

Figures 1 - 9 show the results for this example where the linear advection equation is used as a model.

In the plots the true solution is represented by a thick dot-dashed line (called ‘Truth’ in the legend). This true solution is unknown in practice. We take (noisy) observations from that true trajectory. The model solution (which is derived from the upwind method) is shown as a dashed line (called ‘Imperfect model’ in the legend). This solution represents the model solution, that is the solution that
Figure 1. Results for 4DVar applied to the linear advection equation where the initial condition is a square wave. We take perfect observations at each point in time and space over the assimilation interval which is 40 time steps. The four plots show the initial conditions at $t = 0$ and the result after 20, 40 and 80 time steps. 4DVar leads to oscillations in the initial condition.

Figure 2. Results for $L_1$-regularisation for the same data as in Figure 1.

Figure 3. Results for mixed TV $L_1$-$L_2$-norm regularisation for the same data as in Figure 1. Mixed TV $L_1$-$L_2$-norm regularisation gives the best possible result for the initial condition.
Figure 4. Results for 4DVar for the same data as in Figure 1 but with perfect observations every 20 points in space and every 2 time steps. 4DVar leads to oscillations in the initial condition.

Figure 5. Results for $L_1$-regularisation for the same data as in Figure 4.

Figure 6. Results for mixed TV $L_1$-$L_2$-norm regularisation for the same data as in Figure 4. Mixed TV $L_1$-$L_2$-norm regularisation gives the best possible result for the initial condition.
Figure 7. Results for 4DVar for the same data as in Figure 1 but with imperfect observations every 20 points in space and every 2 time steps. 4DVar leads to bad oscillations in the initial condition and also to a misplaced discontinuity in the forecast.

Figure 8. Results for $L_1$ regularisation for the same data as in Figure 7.

Figure 9. Results for mixed TV $L_1$-$L_2$-norm regularisation for the same data as in Figure 7. Mixed TV $L_1$-$L_2$-norm regularisation gives the best possible result for the initial condition.
is obtained if we use the correct initial conditions and the (imperfect) model. It represents the best solution that we are able to achieve (if data assimilation gives us the perfect initial condition), as the model error is always present. The solution obtained from the assimilation process by incorporating the (perfect/partial/noisy) observations is given by the solid line (called ‘Final solution’ in the legend).

For perfect observations the result for 4DVar is shown in Figure 1 (minimisation problem (17)), that for $L_1$-regularisation in Figure 2 (minimisation problem (16)) and that for mixed TV $L_1$-$L_2$-norm regularisation in Figure 3. The analysis obtained by 4DVar and $L_1$-regularisation is very inaccurate, with many oscillations and large over/undershoots near the discontinuities (first plots in Figures 1 and 2). When $L_1$-norm regularisation with the gradient is used, the initial condition more accurately (first plot in Figure 3). The same result is true for partial observations (Figures 4 and 5 for 4DVar and $L_1$-regularisation versus Figure 6 for mixed TV $L_1$-$L_2$-norm regularisation) and for imperfect partial observations (Figures 7 and 8 for 4DVar and $L_1$-norm regularisation versus Figure 9 for mixed TV $L_1$-$L_2$-norm regularisation). The second row $B = 0.01 I$ of Table 1 quantifies the errors in the initial conditions for this situation for 4DVar, $L_1$-norm regularisation and the $L_1$-norm total variation approach. We see that for all types of observations we investigated (partial, full, perfect and noisy observations), $L_1$-norm TV regularisation gives the smallest initial condition error.

Traditional strong constraint 4DVar does not take model error into account. Hence 4DVar’s attempts to compensate for the initial condition error are obstructed by the use of an imperfect forecast model and it therefore does not produce an accurate estimate of the truth at the initial time. The errors in the initial state estimated by 4DVar act to force the trajectory propagated by the incorrect model to match the observed data from the true model and hence act to compensate, on average, for the model error. From the final plots in Figures 4 and 7 for 4DVar we also see that the forecast is inaccurate due to the incorrect estimate produced at the end of the assimilation window. We also observe that the forecast in 4DVar leads to a slight phase shift and the wrong amplitude in the forecast, as well as overshooting and undershooting. If noisy observations are taken (see first plot in Figure 4 vs first plot in Figure 7), the oscillations in the initial condition are more frequent. For mixed TV $L_1$-$L_2$-norm regularisation (Figures 6 and 9) these problems do not occur. We see in the first plot of Figures 6 and 9 that the initial condition obtained from mixed TV $L_1$-$L_2$-norm regularisation is the most accurate and hence the best possible forecast (see final plots of Figures 6 and 9) is obtained (subject to model error). This behaviour is due to the property of mixed TV $L_1$-$L_2$-norm regularisation enforcing sparsity on the gradient of the solution.

In the next two subsections we change the experimental design of the problem slightly, in order to check the robustness of regularisations. We first check a more realistic background error covariance matrix in Section 6.2 and then investigate a change in the size of the assimilation window in Section 6.3.

6.2 Changing the background error covariance matrix

We take precisely the same experiment as in the previous Subsection 6.1; however, we change the background error covariance matrix from the identity matrix to a Gaussian covariance matrix $B$ with entries

$$B_{ij} = \sigma^2_b e^{-\frac{(i-j)^2}{2\sigma^2_b}}, \quad \text{where } L = 5,$$

and $\sigma^2_b = 0.01$. Hence $B$ is a symmetric matrix with diagonal entries equal to 0.01 and off-diagonal entries that decay exponentially. This background error covariance matrix spreads the information from the observations more adequately and the error variance is still 0.01. Note that for this matrix the inverse is a tridiagonal matrix. For the background we choose Gaussian noise with covariance $B$ and a mean value which is given by the truth. These errors are consistent with the choice of $B$.

We only present the results for imperfect and partial observations, as this represents the most realistic case; similar results are achieved in the cases of perfect observations and partial observations without noise. Further cases are summarised in Table 1 in Subsection 6.4. We also do not present the results for $L_1$ norm regularisation here as we have seen in Subsection 6.1 that this approach is not better than standard 4DVar. The more interesting case is the mixed TV $L_1$-$L_2$-norm regularisation.

Figures 10 and 11 show the results where the background error covariance matrix $B$ is given by (32). For this choice of $B$, the results for 4DVar (Figure 10) are better than the results for the diagonal matrix $B$ (Figure 7) because information is spread via the $B$ matrix, and we see that the oscillations in the analysis are significantly reduced. However, mixed TV $L_1$-$L_2$-norm regularisation (Figure 11) still behaves consistently better than standard $L_2$-norm regularisation (Figure 10). In particular, the shape of the wave is distorted and there are small undershoots and overshoots in the 4DVar analysis (first plot in Figure 10), which lead to small errors and the wrong amplitude in the forecast (final plot in Figure 10). For the analysis using mixed TV $L_1$-$L_2$-norm regularisation, the initial condition (first plot in Figure 11) shows a smaller error than the initial condition in standard 4DVar (first plot in Figure 10) and the forecast is slightly better than the forecast in 4DVar (final plot in Figure 11). The quantities of the errors in the initial conditions for this particular case are summarised in the fifth row of Table 1 where we see that the errors using mixed TV $L_1$-$L_2$-norm regularisation are the smallest.

6.3 Changing the length of the assimilation window

Again, we take the same experimental data as in Subsection 6.1; this time, however, we reduce the size of the assimilation window from 40 time steps to 5 time steps and carry out the following test: we take imperfect observations every 5 points in space and every 2 time steps with
Figure 10. Results for 4DVar for the same data as in Figure 7, but for $B$ with $B_{ij} = 0.01 \ e^{-|i-j|/L^2}$, where $L = 5$.

Figure 11. Results for mixed TV $L_1$-$L_2$-norm regularisation for the same data as in Figure 10.

Figure 12. Results for 4DVar applied to the linear advection equation where the initial condition is a square wave. We take imperfect observations every 5 points in space and every 2 time steps over the assimilation interval which is 5 time steps. The four plots show the initial conditions at $t = 0$ and the result after 5, 20 and 45 time steps. 4DVar leads to oscillations in the initial condition and a misplaced discontinuity in the forecast.
Gaussian noise of mean zero and variance $0.01$. For the background we again take the truth perturbed by Gaussian noise with covariance $B = 0.01I$.

Figures 12 and 13 show the results for a reduced size of the assimilation window. The first observation that we can make is that again the regularisation using the mixed TV $L_1$-$L_2$-norm (Figure 13) is consistently better than that using the $L_2$-norm (Figure 12). Standard 4DVar produces oscillations, in particular in the initial conditions, whereas the mixed TV $L_1$-$L_2$-norm regularisation does not show any oscillations. The oscillations in the initial conditions in standard 4DVar then lead to errors in the forecast (see plots for $t = 5$, $t = 20$ and $t = 45$ in Figure 12). Again, for 4DVar, the forecast of the analysis does not keep the amplitude correctly (final plot in Figure 12), whereas $L_1$-norm regularisation provides a more accurate amplitude in the forecast (final plot in Figure 13), a property of the underlying imperfect model.

6.4 Summary of initial condition errors

In Table I we summarise the analysis errors (the errors between the analysis and the truth at $t = 0$), measured in the $L_2$ vector norm, for several scenarios. We choose observation errors with covariance $R = 0.01I$ and assimilation windows of length 40. The general experimental design is as in Section 6.1. We consider two types of covariance matrices for the background error, namely $B = \sigma_b^2 I$, and the double-sided exponential covariance matrix $B$ given by (32). For both types of matrices we consider three different variances: $\sigma_b^2 = 1$, $\sigma_b^2 = 0.01$ and $\sigma_b^2 = 0.005$. For each matrix we use either perfect observations everywhere in time and space, perfect observations every 20 points in space and every 2 time steps or imperfect observations every 20 points in space and every 2 time steps, where the observations are taken as perturbations from the truth with Gaussian noise of mean zero and covariance $B$. Finally, the last three rows of Table I show the results for a smaller assimilation window of length 5.

We have also given results for different values of $\delta$ in (19). The emphasis on the sparsity of the gradient of the initial condition depends on this regularisation parameter. We have looked at three different values for $\delta$ and the best of all three results (that is the smallest error in the initial condition) is underlined in the table. The regularisation depends on the regularisation parameter but investigating the influence of this parameter and finding the optimal choice of $\delta$ is beyond the scope of this paper. We remark that for the plots in the previous subsections we used the value of $\delta$ which gave the smallest initial condition error.

We see from the entries in the table that the errors in the analysis at time $t = 0$ are consistently smaller for mixed TV $L_1$-$L_2$-norm regularisation than for standard 4DVar or $L_1$-norm regularisation. Mixed TV $L_1$-$L_2$-norm regularisation gives an error of about one magnitude smaller than for standard 4DVar. We also observe from the table that, for both standard 4DVar, $L_1$-norm regularisation and mixed TV $L_1$-$L_2$-norm regularisation, the errors in the initial condition (analysis) decrease as the variance in the background error is reduced, that is, as the ratio of the background to observation variance decreases.

This is consistent with the results of Haben et al. (2010), which show that the standard 4DVar assimilation problem becomes more well-conditioned (well-posed) as this ratio decreases. These examples demonstrate that, even where the noise in the background and observations is Gaussian with known covariances, the standard 4DVar approach does not produce as accurate an analysis as mixed TV $L_1$-$L_2$-norm regularisation in the presence of model error.

6.5 A shifted background

Finally, we consider the same problem as in Subsection 6.1 - with the same setup and error covariance matrices. However, here we shift the square wave in the background by 0.02 to the right, so that shock is displaced. The reason for this shift is a practical one; fronts are often resolved correctly in numerical weather forecasting, but
the front is often predicted to be in the wrong position. We simulate this situation in our simplified model by assuming a slightly shifted background. We add noise to this background, taken from a normal distribution with covariance matrix $B = 0.01 I$ which is consistent with the error in the shifted background.

We only consider the case with partial noisy observations, since this is the most interesting and realistic one.

The results for this example are shown in the plots in Figures 14 and 15. The initial condition in 4DVvar is clearly recovered very badly, with many oscillations (see first plot in Figure 14). Furthermore, at the end of the assimilation window the solution gives undershoots (see second plot in Figure 14). We also see that the amplitude of the front can is reduced in (see second and third plot in Figure 14).

However, the solution using the mixed TV $L_1$-$L_2$-norm regularisation provides a much better initial condition, with no oscillations present (see first plot in Figure 15). Moreover, there are no undershoots in the solution at the end of the assimilation window (see second plot in Figure 15). Therefore mixed TV $L_1$-$L_2$-norm regularisation gives a better initial condition for the forecast than standard 4DVvar. Furthermore, mixed TV $L_1$-$L_2$-norm regularisation retains the amplitude of the front more accurately than 4DVvar (see second and third plot in Figure 15).

### 7 Conclusions and future work

In this paper we have presented mixed TV $L_1$-$L_2$-norm regularisation, a new approach for variational data assimilation. We have given numerical examples where shock fronts are present in order to demonstrate that mixed TV $L_1$-$L_2$-norm regularisation gives better results than the standard 4DVvar technique.

Future work will be to apply this technique to higher dimensional and possibly multi-scale problems. Because the minimisation process for the mixed TV $L_1$-$L_2$-norm regularisation approach in (19) is more involved than that for the standard approach in (13), practical implementations will also have to be investigated together with the efficiency of this new approach.

### Appendix

The solution to the data assimilation problem can be interpreted in statistical terms, where certain assumptions about the errors hold (Nichols (2010)). For the standard 4DVvar problem, Gaussian errors are assumed for both the background and the observations, so the minimisation of the objective function (1) is equivalent to maximising the a posteriori likelihood estimate of the state, given the observations and the prior. A similar derivation can be

### Table I. Comparison between errors in the analysis in standard 4DVar, $L_1$-norm regularisation and mixed TV $L_1$-$L_2$-norm regularisation measured in the $L_2$-norm

<table>
<thead>
<tr>
<th>$B$ with entries</th>
<th>full perfect observations</th>
<th>partial perfect observations</th>
<th>partial imperfect observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B = I$</td>
<td>full perfect observations</td>
<td>partial perfect observations</td>
<td>partial imperfect observations</td>
</tr>
<tr>
<td></td>
<td>2.3674</td>
<td>2.4392</td>
<td>1.1585</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.7674</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2998</td>
</tr>
<tr>
<td></td>
<td>12.8039</td>
<td>13.6598</td>
<td>9.3621</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.4643</td>
</tr>
<tr>
<td></td>
<td>13.6182</td>
<td>14.4389</td>
<td>7.7128</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.4790</td>
</tr>
<tr>
<td></td>
<td>1.0609</td>
<td>1.4780</td>
<td>0.8963</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.6998</td>
</tr>
<tr>
<td></td>
<td>1.3791</td>
<td>10.0589</td>
<td>1.0935</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2866</td>
</tr>
<tr>
<td></td>
<td>1.4614</td>
<td>9.9083</td>
<td>1.0060</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1719</td>
</tr>
<tr>
<td></td>
<td>0.9012</td>
<td>1.4567</td>
<td>0.0797</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.6417</td>
</tr>
<tr>
<td></td>
<td>0.8651</td>
<td>9.3547</td>
<td>0.6887</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2260</td>
</tr>
<tr>
<td></td>
<td>0.8979</td>
<td>8.5296</td>
<td>0.6566</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.9141</td>
</tr>
<tr>
<td>$B$ with entries</td>
<td>full perfect observations</td>
<td>partial perfect observations</td>
<td>partial imperfect observations</td>
</tr>
<tr>
<td>$B = 0.01 I$</td>
<td>full perfect observations</td>
<td>partial perfect observations</td>
<td>partial imperfect observations</td>
</tr>
<tr>
<td></td>
<td>3.0141</td>
<td>11.1133</td>
<td>2.2870</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5552</td>
</tr>
<tr>
<td></td>
<td>0.4921</td>
<td>1.0184</td>
<td>0.4857</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.4346</td>
</tr>
<tr>
<td></td>
<td>0.3150</td>
<td>2.0667</td>
<td>0.2938</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1633</td>
</tr>
<tr>
<td></td>
<td>0.4161</td>
<td>1.5400</td>
<td>0.3997</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.3057</td>
</tr>
<tr>
<td></td>
<td>0.4023</td>
<td>0.9396</td>
<td>0.3981</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.3636</td>
</tr>
<tr>
<td></td>
<td>0.2304</td>
<td>0.6327</td>
<td>0.2171</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1455</td>
</tr>
<tr>
<td></td>
<td>0.3225</td>
<td>0.5489</td>
<td>0.3139</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2680</td>
</tr>
<tr>
<td>$B$ with entries</td>
<td>full perfect observations</td>
<td>partial perfect observations</td>
<td>partial imperfect observations</td>
</tr>
<tr>
<td>$B = 0.01 I$</td>
<td>full perfect observations</td>
<td>partial perfect observations</td>
<td>partial imperfect observations</td>
</tr>
<tr>
<td></td>
<td>2.1595</td>
<td>2.1538</td>
<td>0.5812</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2406</td>
</tr>
<tr>
<td></td>
<td>8.0773</td>
<td>8.2133</td>
<td>1.3201</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5327</td>
</tr>
<tr>
<td></td>
<td>11.2487</td>
<td>11.4258</td>
<td>1.6075</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.6121</td>
</tr>
<tr>
<td></td>
<td>0.6881</td>
<td>0.9963</td>
<td>0.4130</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1996</td>
</tr>
<tr>
<td></td>
<td>0.9441</td>
<td>1.7047</td>
<td>0.6182</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2129</td>
</tr>
<tr>
<td></td>
<td>1.2017</td>
<td>2.5580</td>
<td>0.7971</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1795</td>
</tr>
<tr>
<td></td>
<td>0.5463</td>
<td>0.8378</td>
<td>0.3677</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1553</td>
</tr>
<tr>
<td></td>
<td>0.6809</td>
<td>1.4938</td>
<td>0.4903</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1795</td>
</tr>
<tr>
<td></td>
<td>0.8293</td>
<td>2.0489</td>
<td>0.6132</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1510</td>
</tr>
</tbody>
</table>
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made for $L_1$-norm regularisation \(16\) (which we are going to do here for the single variate case).

The addition of the penalty term $\mu^2 \| z \|_1$ in \(16\) to the least squares term is sometimes also referred to as Lasso regression in statistics (Tibshirani \(1996\)). Now, $|z_i|$, where $z_i$ is the $i$th entry of $z$, is proportional to the negative log-density of the Laplace (or double-sided exponential) distribution. Hence, the $L_1$-norm regularisation can be derived as a Bayesian posterior estimate, where the priors are independently distributed variables with Laplace probability density function

$$f(z_i) = \frac{1}{2\gamma} e^{-|z_i|/\gamma},$$

where $\gamma = 1/\mu^2$. The in-depth mathematical investigation of $L_1$-norm regularisation is the subject of future research and beyond the scope of this paper.

In order to solve equation (3) at each step we use a direct method (backslash in Matlab).

We remark that the solution of the minimisation problem using the least mixed norm solution described in section 4, (see also(Fu et al. \(2006\))) is more expensive than standard 4DVar as the problem size is increased. More efficient methods need to be found for the minimisation; the details are beyond the scope of this paper.

We note that traditional 4DVar is not designed to deal with model error. Hence, for future work, a fairer comparison would be weak-constraint 4DVar (see, for example Trémolet \(2006\)) with $L_1$-regularisation.
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