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Abstract

The boundary concentrated finite element method is a variant of the $hp$-version of the FEM that is particularly suited for the numerical treatment of elliptic boundary value problems with smooth coefficients and boundary conditions with low regularity or non-smooth geometries. In this paper we consider the case of the discretization of a Dirichlet problem with exact solution $u \in H^{1+\delta}(\Omega)$ and investigate the local error in various norms. We show that for a $\beta > 0$ these norms behave as $O(N^{-\delta-\beta})$, where $N$ denotes the dimension of the underlying finite element space. Furthermore, we present a new Gauss-Lobatto based interpolation operator that is adapted to the case non-uniform polynomial degree distributions.

1 Introduction

The boundary concentrated finite element method (bcFEM), introduced in [9], is a numerical method particularly suited for solving elliptic boundary value problems where the differential equation has analytic coefficients but the boundary conditions have low regularity or the geometry is non-smooth. Under these assumptions on the data the solution is analytic on the domain $\Omega$ but of low Sobolev regularity globally. The boundary concentrated finite element method exploits the interior regularity of the solution in the framework of the $hp$-version of the FEM by using special types of meshes and polynomial distributions, namely, small elements with low order polynomials near the boundary and large elements with high order polynomials in the interior. In this way it achieves (for two-dimensional problems) a global rate of convergence

$$\|u - u_N\|_{H^1(\Omega)} \leq CN^{-\delta} \quad \text{for} \quad u \in H^{1+\delta}(\Omega),$$

---
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where $N$ is the problem size. We refer to [9] for a detailed description. In the present paper, we focus on the local error and we will investigate the behavior of the local error on compact subsets of the domain $\Omega$. We prove the existence of a $\beta > 0$ such that these errors behave as $O(N^{-\delta-\beta})$, up to logarithmic terms. For simplicity of exposition we analyze here as a model problem a Poisson problem in two dimensions. We expect that the local error analysis of Theorem 2.1 can be adapted to a more general class of strongly elliptic operators with analytic coefficients. The restriction to two dimensions is likewise done for simplicity of exposition—the techniques used in this paper are likely to have extentions to higher dimensions. The paper is organized as follows: We start with a brief repetition of the foundations of boundary concentrated FEM. Therafter, in Section 2, we formulate the main theorem concerning the local error behavior of boundary concentrated FEM and in Section 3 we present some numerical examples. In Section 4, we introduce a new $hp$-interpolation operator, which is an essential tool for our local analysis. The remainder of the paper is devoted to the proof of auxiliary results that were used in the proof of our main theorem, and we conclude the paper with an outlook on future work.

1.1 Notation

For ease of notation we introduce the following abbreviations:

- For a Lipschitz domain $\Omega \subset \mathbb{R}^2$ and $x \in \Omega$ we denote by $r(x) := \text{dist}(x, \partial \Omega)$ the distance of $x$ to the boundary of $\Omega$.

- The trace operator $\gamma_0 : H^1(\Omega) \to H^{1/2}(\partial \Omega)$ and the normal derivative $\gamma_1 : \{u \in H^1(\Omega) \mid \Delta u \in L^2(\Omega)\} \to H^{-1/2}(\partial \Omega)$ are defined by

$$
\gamma_0 u = u|_{\partial \Omega} \quad \gamma_1 u = \partial_n u|_{\partial \Omega},
$$

where $\partial_n$ denotes the normal derivative.

- The characteristic function $\chi$ is defined by:

$$
\chi_A(x) := \begin{cases} 
1 & : \ x \in A \\
0 & : \ \text{otherwise} \end{cases}.
$$

As is standard, $C$ stands for a generic constant that possibly different in each instance.

1.2 Model problem and regularity of the solution

For a polygonal Lipschitz domain $\Omega \subset \mathbb{R}^2$, we consider the following Dirichlet problem, given in weak formulation:

**Problem 1.1. (model problem)** Find $u \in V := \{u \in H^1(\Omega) \mid \gamma_0 u = g\}$ such that

$$
B(u, v) := \int_{\Omega} \nabla u \cdot \nabla v d\Omega = \int_{\Omega} fv d\Omega =: F(v) \quad \forall \ v \in H^1_0(\Omega). \quad (1)
$$
Furthermore, we make the following assumptions: Throughout the paper, we will make
the following assumption on Problem 1.1:

**Assumption 1.2.** The solution \( u \) of Problem 1.1 satisfies \( u \in H^{1+\delta}(\Omega) \) for a \( \delta \in (0,1] \) and the right-hand side \( f \in L^2(\Omega) \) is analytic on \( \overline{\Omega} \). The boundary conditions must satisfy \( g \in H^{1/2}(\partial\Omega) \).

Our local error analysis will depend on the solution of a dual problem. Concerning solv-
ability and regularity of these dual problems we will assume the following:

**Assumption 1.3.** There exists a \( \delta_0 \in (0,1] \) such that for fixed compact subset \( \Omega' \subset \subset \Omega \) there exists \( C > 0 \) with the following property: For arbitrary \( e \in L^2(K) \) the problem: Find \( z \in H^1_0(\Omega) \) such that

\[
\int_{\Omega} \nabla z \nabla v d\Omega = \int_{K} ev d\Omega \quad \forall \ v \in H^1_0(\Omega)
\]

admits a unique solution \( z \in H^{1+\delta_0}(\Omega) \), which satisfies

\[
\|z\|_{H^{1+\delta_0}(\Omega)} + \|\gamma_1 z\|_{H^{\delta_0+\frac{1}{2}}(\partial\Omega)} \leq C\|e\|_{L^2(K)}.
\]

**Remark 1.4.** For the case of a polygonal domain we have \( z \in H^{1+s}(\Omega) \) and \( \gamma_1 z \in H^{-\frac{1}{2}+s}(\partial\Omega) \) together with the a priori bound

\[
\|z\|_{H^{1+s}(\Omega)} + \|\gamma_1 z\|_{H^{-\frac{1}{2}+s}(\partial\Omega)} \leq C_s\|e\|_{L^2(K)}
\]

for any \( s \in [0,1] \cap [0,\pi/\alpha_{\text{max}}) \), where \( \alpha_{\text{max}} \in (0,2\pi) \) denotes the largest interior angles of \( \Omega \); see [5]. The case of general Lipschitz domains is covered in work by Nečas, where it is shown
that Assumption 1.3 is true for any \( \delta_0 < \frac{1}{2} \). In fact, [10] shows the bound on \( \|z\|_{H^{1+\delta_0}(\Omega)} \) for any \( \delta_0 < 1/2 \) and [11, Thm. 3.1, Chap. 5] shows the bound on \( \|\gamma_1 u\|_{H^{\delta_0-1/2}(\partial\Omega)} \) for the limiting case \( \delta_0 = 1/2 \).

Even though the analyticity of the right-hand side \( f \) implies that any solution \( u \) of Problem
1.1 is analytic on \( \Omega \), due to boundary effects the higher order derivatives are not necessarily
bounded as one approaches the boundary. In order to get control of the blow-up of the higher order derivatives, we introduce the countably normed spaces \( \tilde{B}^2_\nu \) defined as follows:

**Definition 1.5. (countably normed spaces)** For \( \nu \in [0,1) \) and \( C, \gamma > 0 \) we define

\[
H^2_\nu(\Omega) := \overline{C^\infty(\Omega)}^{\|\cdot\|_{H^2(\Omega)}} \quad \text{with} \quad \|u\|_{H^2_\nu(\Omega)}^2 := \|u\|_{H^1(\Omega)}^2 + \|r^\nu \nabla^2 u\|_{L^2(\Omega)}^2
\]

and

\[
\tilde{B}^2_\nu(C, \gamma) = \{ u \in H^2_\nu(\Omega) \mid \|u\|_{H^2_\nu(\Omega)} \leq C, \|r^{\nu+n} \nabla^{n+2} u\|_{L^2(\Omega)} \leq \gamma^n n! \forall n \in \mathbb{N} \}.
\]
Now we are in position to make precise statements concerning the regularity of the solution \( u \) corresponding to Problem 1.1 and to measure the blow-up of the higher order derivatives:

**Lemma 1.6.** Let \( \Omega \) be a Lipschitz domain. Let \( f \) be analytic on \( \overline{\Omega} \) and assume \( u \in H^{1+\delta}(\Omega) \) solves (1). Then \( u \) is analytic on \( \Omega \), and there exist \( C, \gamma > 0 \) such that

\[
\left| u \right| \leq C(\gamma u),
\]

\( \gamma > 0 \)

**Proof.** See [9, Thm. 1.4].

---

**1.3 The geometric mesh, the linear degree vector and the FE-space**

We will restrict our considerations to \( \gamma \)-shape-regular triangulations \( \mathcal{T} \) of \( \Omega \) consisting of affine triangles. That is, each element \( K \in \mathcal{T} \) is the image \( F_K(\hat{K}) \) of the reference triangle \( \hat{K} \), and we have

\[
h^{-1}_K \| F'_K \|_{L^\infty(K)} + h_K \left\| (F'_K)^{-1} \right\|_{L^\infty(K)} \leq \gamma \quad \forall K \in \mathcal{T},
\]

where \( h_K \) denotes the diameter of the element \( K \). We furthermore assume that the mesh is a geometric mesh defined as follows:

**Definition 1.7. (geometric mesh)** A \( \gamma \)-shape-regular mesh \( \mathcal{T} \) is called a geometric mesh with boundary mesh size \( h \) if there exist \( c_1, c_2 > 0 \) depending only on the shape-regularity constant \( \gamma \) and the constants \( c_1, c_2 \) of Definition 1.7 such that for all \( K \in \mathcal{T} \):

1. if \( \overline{K} \cap \partial \Omega = \emptyset \), then \( h \leq h_K \leq c_2 h \),

2. if \( \overline{K} \cap \partial \Omega = \emptyset \), then \( c_1 \inf_{x \in K} r(x) \leq h_K \leq c_2 \sup_{x \in K} r(x) \).

As a direct conclusion we obtain the following:

**Lemma 1.8.** Let \( \mathcal{T} \) be a geometric mesh in the sense of Definition 1.7. Then there exist \( c_1, c_2 > 0 \) depending only on the \( \gamma \) shape-regularity constant \( \gamma \) and the constants \( c_1, c_2 \) of Definition 1.7 such that

1. \( \inf_{x \in K} r(x) \geq c_1 h_K \quad \forall K \in \mathcal{T} \) with \( \overline{K} \cap \partial \Omega = \emptyset \),

2. \( \sup_{x \in K} r(x) \leq c_2 h_K \quad \forall K \in \mathcal{T} \).

In order to define \( hp \)-FEM spaces on a mesh \( \mathcal{T} \), we associate a polynomial degree \( p_K \in \mathbb{N} \) with each element \( K \in \mathcal{T} \) and collect these \( p_K \) in the polynomial degree vector \( p := (p_K)_{K \in \mathcal{T}} \). In conjunction with geometric meshes a particularly useful polynomial degree distribution is the linear degree vector:
Definition 1.9. (linear degree vector) Let \( \mathcal{T} \) be a geometric mesh with boundary mesh size \( h \) in the sense of Definition 1.7. A polynomial degree vector \( p = (p_K)_{K \in \mathcal{T}} \) is said to be a linear degree vector with slope \( \alpha > 0 \) if

\[
1 + \alpha c_1 \log \frac{h_K}{h} \leq p_K \leq 1 + \alpha c_2 \log \frac{h_K}{h}
\]

for some \( c_1, c_2 > 0 \).

We furthermore associate with each edge \( e \) of the triangulation a polynomial degree

\[ p_e := \min \{ p_K \mid e \text{ is an edge of element } K \} \]

and denote by

\[ p(K) := (p_{e1}, p_{e2}, p_{e3}, p_K) \]

the vector containing the polynomial distribution of the triangle \( K \in \mathcal{T} \) with edges \( \{e_i \mid i = 1, 2, 3\} \). An important property of a linear degree vector \( p \) is:

Lemma 1.10. Let \( \mathcal{T} \) be a geometric mesh and \( p \) a linear degree vector. Then there exists a constant \( C > 0 \) such that

\[
C^{-1} p_{K'} \leq p_K \leq C p_{K'} \quad \forall K, K' \text{ with } \overline{K} \cap \overline{K'} \neq \emptyset
\]

Proof. See [9]. \( \square \)

Now we are in the position to define our \( hp \)-FEM spaces:

Definition 1.11. (FEM spaces) Let \( \mathcal{T} \) be a geometric mesh and \( p \) be a linear degree vector. Furthermore, for all edges \( e \) let \( p_e \) be given by (3) and for all \( K \in \mathcal{T} \) let \( p(K) \) be given by (4). Then we set

\[
S^p(\Omega, \mathcal{T}) := \{ u \in H^1(\Omega) \mid u \circ F_K \in P_{p(K)}(\hat{K}) \quad \forall K \in \mathcal{T} \},
\]

\[
S^p_0(\Omega, \mathcal{T}) := S^p(\Omega, \mathcal{T}) \cap H^1_0(\Omega),
\]

\[
Y^p(\Omega, \mathcal{T}) := \{ \gamma_0 u \mid u \in S^p(\Omega, \mathcal{T}) \},
\]

where

\[
P_{p(K)}(\hat{K}) := \{ u \in P_{p_K}(\hat{K}) \mid u|_{e_i} \in P_{p_{e_i}}, i = 1, \ldots, 3 \}
\]

The FE-discretization of Problem 1.1 then reads:

Problem 1.12. (bcFEM approximation) Find \( u_h \in S^p(\Omega, \mathcal{T}) \) such that

\[
\gamma_0 u_h = g_h \quad \text{and} \quad B(u, v) = F(v) \quad \forall v \in S^p_0(\Omega, \mathcal{T}),
\]

where \( g_h \in Y^p(\Omega, \mathcal{T}) \) is the \( L^2(\partial\Omega) \)-projection of \( g \) onto \( Y^p(\Omega, \mathcal{T}) \) and is given by

\[
\int_{\partial\Omega} g_h v d\Gamma = \int_{\partial\Omega} g v d\Gamma \quad \forall v \in Y^p(\Omega, \mathcal{T}).
\]
2 Local error analysis

This section is devoted to the main result of the paper, the analysis of the local error of Problem 1.12 in the framework of the boundary concentrated finite element method. The main theorem is:

**Theorem 2.1. (local error bound)** Let \( \Omega \subset \mathbb{R}^2 \) be a polygonal domain and \( \Omega' \subset \subset \Omega \) be a compact subset. Let Assumptions 1.2, 1.3 be valid. Let \( u_h \) be the solution of Problem 1.12 for a geometric mesh \( T \) with boundary mesh size \( h \) and linear degree vector \( p \) with slope \( \alpha \). Then there exists a \( \beta \in (0, \delta_0] \) such that for sufficiently large slope \( \alpha \) and all elements \( K \in T \) with \( K \subset \Omega' \) we have

\[
\begin{align*}
\|u - u_h\|_{L^2(K)} & \leq C h^{\delta + \beta} \leq C N^{-\delta - \beta}, \\
|u - u_h|_{W^{k,2}(K)} & \leq C p^k_K h^{\delta + \beta} \leq C (\log N)^{2k} N^{-\delta - \beta}, \\
|u - u_h|_{W^{k,\infty}(K)} & \leq C p^k_K h^{\delta + \beta} \leq C (\log N)^{2k+2} N^{-\delta - \beta}.
\end{align*}
\]

Here, \( N = O(h^{-1}) \) denotes the dimension of the space \( S^p(\Omega, T) \). The constants \( \beta, \alpha, C \) are independent of \( h \) (and therefore independent of \( N \)) but depend on the mesh parameters appearing in Definitions 1.7, 1.9. In addition, \( \beta \) depends on the subdomain \( \Omega' \); the slope \( \alpha \) depends on the solution \( u \); the constants \( C \) depends on \( \Omega' \) and \( k \).

The proof of Theorem 2.1 relies on several technical results, whose proof is relegated to Sections 4, 5. A major technical tool is a suitable weight function \( \omega_{\beta,T} \), defined below in Definition 2.2. We will make use of several polynomial interpolation operators and approximation results. An auxiliary result of great importance to our analysis is a Hardy inequality, Lemma 5.2, whose use restricts us to considering Dirichlet boundary conditions and limits the size of our parameter \( \beta \).

In order to prove Theorem 2.1, we introduce the following weight function \( \omega_{\beta,T} \):

**Definition 2.2. (weight function)** Let \( T \) be a geometric mesh in the sense of Definition 1.7 with boundary mesh size \( h \). For a parameter \( \beta \in (0,1] \), we define the weight function \( \omega_{\beta,T} \) by

\[
\omega_{\beta,T}(x) := I \left[ \left( \frac{h}{h + r(x)} \right)^{\beta} \right],
\]

where \( I \) denotes the standard piecewise linear interpolation operator.

Moreover, we have to make use of the following auxiliary functions:

**Definition 2.3. (auxiliary functions)** Under the assumptions of Theorem 2.1 we define \( z \in H^1_0(\Omega) \) and \( z_h \in S^p_0(\Omega, T) \) as follows:

- Find \( z \in H^1_0(\Omega) \) such that
  \[-\Delta z = \chi_K(u - u_h) \text{ on } \Omega \quad \text{and} \quad \gamma_0 z = 0 \text{ on } \partial \Omega,\]
or in weak formulation

\[ \int_\Omega \nabla z \cdot \nabla v \, d\Omega = \int_K (u - u_h) \, v \, d\Omega \quad \forall \, v \in H_0^1(\Omega). \tag{8} \]

- Find \( z_h \in S_0^p(\Omega, T) \) such that

\[ \int_\Omega \nabla z_h \cdot \nabla v \, d\Omega = \int_K (u - u_h) \, v \, d\Omega \quad \forall \, v \in S_0^p(\Omega, T). \tag{9} \]

For a study of the properties of the weight function \( \omega_{\beta,T} \) and the auxiliary functions \( z \) and \( z_h \) we refer to Section 5. Now we turn to the proof of Theorem 2.1.

**Proof of Theorem 2.1. Inequality (5):** By means of Green’s formula (see [5, Lemma 1.5.3.7, Lemma 1.5.3.9]) we obtain

\[ \int_K (u - u_h)^2 \, d\Omega = - \int_\Omega \Delta z (u - u_h) \, d\Omega 
\]

\[ = \int_\Omega \nabla z \cdot \nabla (u - u_h) \, d\Omega - \langle \gamma_1 z, u - u_h \rangle_{H^{-\frac{1}{2}}(\partial\Omega) \times H^{\frac{1}{2}}(\partial\Omega)}. \]

Inserting the boundary conditions and exploiting orthogonalities gives

\[ \int_K (u - u_h)^2 \, d\Omega = \int_\Omega \nabla (z - z_h) \cdot \nabla (u - u_h) \, d\Omega - \langle \gamma_1 z - q, g - g_h \rangle_{H^{-\frac{1}{2}}(\partial\Omega) \times H^{\frac{1}{2}}(\partial\Omega)} \]

\[ = \int_\Omega \nabla (z - z_h) \cdot \nabla (I u) \, d\Omega - \langle \gamma_1 z - q^*, g - g_h \rangle_{H^{-\frac{1}{2}}(\partial\Omega) \times H^{\frac{1}{2}}(\partial\Omega)} \]

for arbitrary \( q \in Y^p(\Omega, T) \subset H^{\frac{1}{2}}(\partial\Omega) \) and a corresponding \( q^* \in H^{-\frac{1}{2}}(\partial\Omega) \) uniquely determined by Riesz representation theorem. Thus, inserting the weight function \( \omega_{\beta,T} \) and by making use of the Cauchy-Schwarz-inequality, we get

\[ \| u - u_h \|^2_{L^2(K)} \leq \| \omega_{\beta,T} \nabla (z - z_h) \|_{L^2(\Omega)} \left( \frac{1}{\omega_{\beta,T}} \| \nabla (u - Iu) \|_{L^2(\Omega)} + \| \gamma_1 z - q^* \|_{H^{-\frac{1}{2}}(\partial\Omega)} \| g - g_h \|_{H^{\frac{1}{2}}(\partial\Omega)} \right). \]

For \( \alpha \) sufficiently large, the desired bound follows from the observation \( g - g_h = \gamma_0 (u - u_h) \) and the trace theorem:

\[ \| g - g_h \|_{H^{\frac{1}{2}}(\partial\Omega)} = \| \gamma_0 (u - u_h) \|_{H^{\frac{1}{2}}(\partial\Omega)} \leq C \| u - u_h \|_{H^1(\Omega)} \leq C h^\delta \]

together with Lemma 5.5, Lemma 5.8 and Lemma 5.11 below.

**Inequality (6):** Let \( \hat{K} \) be the reference triangle and let the pull back of a function to the
For arbitrary \( \hat{q} \in \mathcal{P}_{p(\hat{K})}(\hat{K}) \). An inverse inequality (see, e.g., [14, (4.6.5)]) now yields

\[
|u - u_h|_{W^k,2(\hat{K})} \leq C_k |\hat{u} - \hat{q}|_{W^k,2(\hat{K})} + C_k \bar{p}^{2k} \|\hat{u} - \hat{q}\|_{L^2(\hat{K})}
\]

where \( \bar{p} \) denotes the maximum entry of \( p(\hat{K}) \) and \( \underline{p} \) the minimal entry of \( p(\hat{K}) \). Finally, exploiting \( \bar{p} \leq C\bar{p} \) and \( h_{\hat{K}} > C \), [12, Corollary 3.2.17] in combination with (5) and \( \alpha \) sufficiently large implies

\[
|u - u_h|_{W^k,2(\hat{K})} \leq C_k \bar{p}^{2k} e^{-\beta p} + C_k \bar{p}^{2k} h_{\hat{K}}^{\delta + \beta} \leq C_k p^{2k} h_{\hat{K}}^{\delta + \beta}
\]

for some \( \beta \in (0, \delta_0] \).

**Inequality (7):** We proceed in the same way as in the proof of (6). At first, we pull back to the referenz triangle \( \hat{K} \) and insert an arbitrary element \( \hat{q} \in \mathcal{P}_{p(\hat{K})}(\hat{K}) \):

\[
|u - u_h|_{W^k,\infty(\hat{K})} \leq C_k |\hat{u} - \hat{q}|_{W^k,\infty(\hat{K})} + C_k |\hat{u}_h - \hat{q}|_{W^k,\infty(\hat{K})}.
\]

Exploiting inverse inequalities (see, e.g., [14, (4.6.1), (4.6.5)]) gives

\[
|u - u_h|_{W^k,\infty(\hat{K})} \leq C_k |\hat{u} - \hat{q}|_{W^k,\infty(\hat{K})} + C_k \bar{p}^{2k} \|\hat{u}_h - \hat{q}\|_{L^\infty(\hat{K})} + C_k \bar{p}^{2k+2} \|\hat{u}_h - \hat{q}\|_{L^2(\hat{K})}.
\]

Since

\[
\|\hat{u}_h - \hat{q}\|_{L^2(\hat{K})} \leq \|\hat{u} - \hat{u}_h\|_{L^2(\hat{K})} + \|\hat{u} - \hat{q}\|_{L^2(\hat{K})}
\]

\[
\leq \|\hat{u} - \hat{u}_h\|_{L^2(\hat{K})} + |\hat{K}| \|\hat{u} - \hat{q}\|_{L^\infty(\hat{K})},
\]

we arrive at

\[
|u - u_h|_{W^k,\infty(\hat{K})} \leq C_k \bar{p}^{2k+2} \|\hat{u} - \hat{q}\|_{W^k,\infty(\hat{K})} + C_k \bar{p}^{2k+2} \|\hat{u} - \hat{u}_h\|_{L^2(\hat{K})}.
\]

Now the desired bound follows analogously to the proof of (6).
3 Numerical examples

In this section, we present some numerical examples to confirm the theoretical results of Theorem 2.1. In all examples we start with a coarse grid $\mathcal{T}_0$ of the given domain $\Omega$, and we create a sequence of hierarchically nested geometric meshes $\{\mathcal{T}_l\}_{l=0,1,\ldots}$ with boundary mesh sizes $h_l \sim 2^{-l} h_0$ by applying a suitable mesh refinement strategy (see Figure 1 for an example). Furthermore, we define for each mesh $\mathcal{T}_l$ and a common slope parameter $\alpha > 0$ the polynomial degree distribution via

$$p_{K,l} := \left[\frac{3}{2} + \alpha \ln \left(\frac{h_{K}}{h_l}\right)\right] \quad \forall K \in \mathcal{T}_l, \quad h_l := \min \{\text{length}(e) \mid e \text{ is an edge in } \mathcal{T}_l\}$$

and compute the finite element solution $u_l \in S_0^p(\Omega, \mathcal{T}_l)$.

In order to check the statements of Theorem 2.1, we choose an arbitrary point $\mathbf{x} \in \Omega \setminus \{e \mid e \text{ is an edge of } \mathcal{T}_l \text{ for some } l \leq 0\}$ and consider the sequence $\{\mathcal{K}_l\}$, where $\mathcal{K}_l$ denotes the triangle uniquely determined by the conditions $\mathcal{K}_l \in \mathcal{T}_l$ and $\mathbf{x} \in \mathcal{K}_l$. Since it is not difficult to show that there always exists an integer $L$ such that $\mathcal{K}_m = \mathcal{K}_n$ for all $n, m \geq L$, we can use $\{\mathcal{K}_l\}_{l=0,1,\ldots}$ to compute a sequence of local errors $\{\|u - u_l\|_{H^1(\mathcal{K}_l)}\}_{l=0,1,\ldots}$ which is well suited for pointing out the dependence of the local error on the boundary mesh size $h$.

Example 3.1. We consider the L-shaped domain $\Omega = (-1,1)^2 \setminus ([0,1] \times [-1,0])$ as shown in Figure 1 together with the model problem

$$-\Delta u = f \quad \text{on } \Omega, \quad u = 0 \quad \text{on } \partial \Omega,$$

where the right-hand side $f$ is chosen in such a way that the exact solution $u$ given by

$$u = r^\frac{2}{3} \sin \left(\frac{2}{3} \varphi\right) \left(1 - r^2 \cos^2 \varphi\right) \left(1 - r^2 \sin^2 \varphi\right).$$

According to [5, Thm. 1.4.5.3]), we have $u \in H^{\frac{2}{3}+\varepsilon}(\Omega)$ $\forall \varepsilon > 0$. Furthermore, we choose $\mathbf{x}_1 = (0.4,0.3)$ and $\mathbf{x}_2 = (0.1,0.2)$.

Our computations are performed with $\alpha = 1$ and the results are collected in Table 1 and plotted in Figure 2. Since we have $u \in H^{\frac{2}{3}+\varepsilon}(\Omega)$, we achieve a global convergence rate of $O(N^{-\frac{3}{2}})$ measured in the energy norm. As Figure 2 shows, the local convergence rates are about twice the rates of the global error, which confirms our theoretical result of an increased local convergence rate. In the second example we want to verify our theoretical results for a domain with a more complicated boundary. To that end, we consider a domain looking like a snow flake (see Figure 3) together with the following Dirichlet problem:

Example 3.2.

$$-\Delta u = 1 \quad \text{on } \Omega, \quad u = 0 \quad \text{on } \partial \Omega.$$
Table 1: Example 3.1 with $e = u - u_h$

<table>
<thead>
<tr>
<th>Level</th>
<th>$h$</th>
<th>$p_{max}$</th>
<th>$|e|_{L^2(K)}$</th>
<th>$|e|_{H^1(K)}$</th>
<th>$|e|_{L^2(K)}$</th>
<th>$|e|_{H^1(K)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.000e-01</td>
<td>1</td>
<td>2.2235e-02</td>
<td>1.8745e-01</td>
<td>3.6191e-02</td>
<td>1.5049e-01</td>
</tr>
<tr>
<td>2</td>
<td>2.500e-01</td>
<td>2</td>
<td>2.7989e-03</td>
<td>3.2605e-02</td>
<td>7.5637e-03</td>
<td>6.8149e-02</td>
</tr>
<tr>
<td>3</td>
<td>1.250e-01</td>
<td>2</td>
<td>5.5324e-04</td>
<td>3.4199e-03</td>
<td>1.6298e-03</td>
<td>1.2146e-02</td>
</tr>
<tr>
<td>4</td>
<td>6.250e-02</td>
<td>3</td>
<td>2.1672e-04</td>
<td>2.0377e-03</td>
<td>5.3150e-04</td>
<td>4.2661e-03</td>
</tr>
<tr>
<td>5</td>
<td>3.125e-02</td>
<td>4</td>
<td>7.0529e-05</td>
<td>3.2238e-04</td>
<td>1.8040e-04</td>
<td>1.7937e-03</td>
</tr>
<tr>
<td>6</td>
<td>1.562e-02</td>
<td>4</td>
<td>2.2953e-05</td>
<td>9.5572e-05</td>
<td>5.3930e-05</td>
<td>3.8128e-04</td>
</tr>
<tr>
<td>7</td>
<td>7.812e-03</td>
<td>5</td>
<td>9.2033e-06</td>
<td>3.8645e-05</td>
<td>2.1980e-05</td>
<td>1.7076e-04</td>
</tr>
<tr>
<td>8</td>
<td>3.906e-03</td>
<td>6</td>
<td>3.6312e-06</td>
<td>1.4808e-05</td>
<td>8.6461e-06</td>
<td>4.9317e-05</td>
</tr>
<tr>
<td>9</td>
<td>1.953e-03</td>
<td>7</td>
<td>1.4531e-06</td>
<td>5.8801e-06</td>
<td>3.4978e-06</td>
<td>2.0284e-05</td>
</tr>
<tr>
<td>10</td>
<td>9.766e-04</td>
<td>7</td>
<td>5.7437e-07</td>
<td>2.3362e-06</td>
<td>1.3837e-06</td>
<td>8.9835e-06</td>
</tr>
<tr>
<td>12</td>
<td>2.441e-04</td>
<td>9</td>
<td>9.0761e-08</td>
<td>3.6813e-07</td>
<td>2.1832e-07</td>
<td>1.7664e-06</td>
</tr>
<tr>
<td>13</td>
<td>1.221e-04</td>
<td>9</td>
<td>3.6062e-08</td>
<td>1.4604e-07</td>
<td>8.6847e-08</td>
<td>9.3302e-07</td>
</tr>
<tr>
<td>14</td>
<td>6.104e-05</td>
<td>10</td>
<td>1.4305e-08</td>
<td>5.8347e-08</td>
<td>3.4376e-08</td>
<td>2.9232e-07</td>
</tr>
<tr>
<td>15</td>
<td>3.052e-05</td>
<td>11</td>
<td>5.6805e-09</td>
<td>2.2980e-08</td>
<td>1.3628e-08</td>
<td>1.6625e-07</td>
</tr>
</tbody>
</table>
Figure 2: Results corresponding to Example 3.1

Figure 3: Domain and results corresponding to Example 3.2
We do not know the exact solution of Example 3.2, but extrapolation leads to the results shown in Figure 3. As in the previous example and according to Theorem 2.1, we obtain local convergence rates that are significantly better than the rate of $O(N^{-0.6})$ observed for the global energy norm.

4 An $hp$-interpolation operator

In this section, we present a new variable order $hp$-interpolation operator. The operator is based on Gauss-Lobatto interpolation and is a very useful tool for our local analysis.

4.1 Properties of the Gauss-Lobatto interpolation operator

In order to define our $hp$-interpolation operator, we start with recalling some facts about the one-dimensional Gauss-Lobatto interpolation operator $i_p$.

Lemma 4.1. On the interval $I = (-1, 1)$ let $i_p$ be the Gauss-Lobatto interpolation operator. Then for every $k \geq 1$ and $r \in [0, 1]$ there exists $C > 0$ depending solely on $k$ and $r$ such that for every $u \in H^k(I)$

$$
\| u - i_p u \|_{H^r(I)} \leq C p^{-(k-r)} \| u \|_{H^k(I)}, \tag{10}
$$

$$
\left\| \frac{1}{\sqrt{1-x^2}} (u - i_p u) \right\|_{L^2(I)} \leq C p^{-k} \| u \|_{H^k(I)}. \tag{11}
$$

Additionally, for a generic constant $C > 0$, we have the following stability bounds:

$$
\| i_p u \|_{H^1(I)} \leq C \| u \|_{H^1(I)} \quad \forall u \in H^1(I), \tag{12}
$$

$$
\| i_p u \|_{L^2(I)} \leq C \left( \| u \|_{L^2(I)} + \frac{1}{p} \| u' \|_{L^2(I)} \right) \quad \forall u \in H^1(I). \tag{13}
$$

Finally, for $p, p' \in \mathbb{N}$ and $u \in \mathcal{P}_{p'}$, we have the following stability estimates:

$$
\| i_p u \|_{L^2(I)} \leq C(1 + p'/p) \| u \|_{L^2(I)}, \tag{14}
$$

$$
\| i_p u \|_{H^{1/2}(I)} \leq C(1 + p'/p) \| u \|_{H^{1/2}(I)}, \tag{15}
$$

$$
\| u - i_p u \|_{H^{1/2}_{00}(I)} \leq C(1 + p'/p) \| u \|_{H^{1/2}(I)}. \tag{16}
$$

Proof. The bounds (10), (11), (13) are proved in [3, Thm. 13.4]. The bound (12) is proved as [3, (13.27)]; (14) is discussed in [3, Remark 13.5]. In order to prove (15), we identify $I$ with the edge $I \times \{-1\}$ of the square $S = (-1, 1)^2$ and let $U \in \mathcal{Q}_{p'}$ be an extension of $u$, i.e., $U|_I = u$ and $\| U \|_{H^1(S)} \leq C \| u \|_{H^{1/2}(I)}$; here, the constant $C > 0$ is independent of $p'$ and $u$, [1, 13]. We denote by $i^*_p$ the Gauss-Lobatto interpolation operator acting solely on
the $x$-variable. Since $i_p u = (i_p^x U)|_\Gamma$, we get with the trace theorem and the one-dimensional stability results (14), (12)
\[ \|i_p u\|_{H^{1/2}(I)} \leq C \|i_p^x U\|_{H^1(S)} \leq C \left[(1 + p'/p)\|U\|_{L^2(S)} + \|\nabla U\|_{L^2(S)}\right] \]
\[ \leq C(1 + p'/p)\|U\|_{H^1(S)} \leq C(1 + p'/p)\|u\|_{H^{1/2}(I)}. \]

For the last bound, estimate (16), we employ (11) with $k = 1$ and the inverse estimate $\|u\|_{H^1(I)} \leq p'' \|u\|_{H^{1/2}(I)}$, which is valid for all polynomials $u \in P_p$:
\[ \|1/(\sqrt{1-x^2}) (u - i_p u)\|_{L^2(I)} \leq C p^{-1} \|u\|_{H^1(I)} \leq C p^{-1} \|u\|_{H^{1/2}(I)}. \]
This estimate together with (15) implies (16).

By tensorization, the one-dimensional results can be generalized to results on the square:

**Lemma 4.2.** Let $S = (-1, 1)^2$. For $p \in \mathbb{N}$ denote by $i_p^x \circ i_p^y : C(S) \to Q_p$ the tensor product Gauss-Lobatto interpolation operator of degree $p$. Then for $k > 3/2$ there exists a constant $C > 0$ depending solely on $k$ such that for any $u \in H^k(S)$ the following holds: Let $\Gamma$ be an edge of $S$ or one of the diagonals of $S$. Then:
\[ \|u - i_p^x \circ i_p^y u\|_{H^1(S)} \leq C p^{-(k-1)} \|u\|_{H^k(S)}, \]
\[ \|u - i_p^x \circ i_p^y u\|_{H^{1/2}(\Gamma)} \leq C p^{-(k-1)} \|u\|_{H^k(S)}. \]

**Proof.** Estimate (17) follows from tensor product arguments, [3, Thm. 14.2]. For the estimate (18), we note that $(i_p^x \circ i_p^y u)|_\Gamma$ coincides with the one-dimensional Gauss-Lobatto interpolation $i_p u$ of $u|_\Gamma$ if $\Gamma$ is an edge of $S$ or one of the diagonals (in the case of a diagonal, this follows from the fact that the Gauss-Lobatto points are distributed symetrically about the midpoint of the interval). By the trace theorem we have $u|_\Gamma \in H^{k-1/2}(\Gamma)$. From (10) with $r = 1/2$ and (11) we then get the desired bound (18).

### 4.2 hp-interpolation

Let $\hat{K}$ be the reference square $S$ or the reference triangle $T$. Denote by $\Gamma_i$, $i = 1, \ldots, n$, the edges of $\hat{K}$; here $n = 3$ if $\hat{K} = T$ and $n = 4$ if $\hat{K} = S$. With each edge $\Gamma_i$, $i = 1, \ldots, n$, we associate a polynomial degree $p_i$ and with the interior the polynomial degree $p_{int}$; these are collected in the degree vector $p = \{p_1, \ldots, p_n, p_{int}\} \in \mathbb{N}^{n+1}$. We will assume that
\[ p_i \leq p_{int} \quad \forall i \in \{1, \ldots, n\}. \]

For $p \in \mathbb{N}$ we define
\[ \Pi_p(\hat{K}) = \begin{cases} P_p & \text{if } \hat{K} = T, \\ Q_p & \text{if } \hat{K} = S. \end{cases} \]
Next, we define $\Pi_p(\hat{K})$ as

$$\Pi_p(\hat{K}) := \{ u \in \Pi_{p,\text{int}}(\hat{K}) \mid u_{|\Gamma_i} \in \mathcal{P}_{p_i}, i = 1, \ldots, n \}.$$  

(20)

For the edges $\Gamma_i$ of $\hat{K}$, we denote by $i_{p,\Gamma_i}$ the Gauss-Lobatto interpolation operator of degree $p$ on that edge.

Before coming to the construction of the interpolation operator, we recall the following polynomial lifting result:

**Lemma 4.3.** Let $\hat{K}$ be the reference square or the reference triangle. Then there exists a bounded linear operator $E : H^{1/2}(\partial \hat{K}) \to H^1(\hat{K})$ such that $(Eu)|_{\partial \hat{K}} = u$ with the following property: if $u \in H^{1/2}(\partial \hat{K})$ is a polynomial of degree $p$ on each edge, then $Eu \in \Pi_p(\hat{K})$.

**Proof.** See, e.g., [1, 13].

**Theorem 4.4.** Let $\hat{K}$ be the reference square or the reference triangle. Let $k > 3/2$. Let $p_i, i = 1, \ldots, n, p_{\text{int}} \in \mathbb{N}$ satisfy (19) and set

$$\underline{p} := \min_{i=1,\ldots,n} p_i, \quad \overline{p} := \max_{i=1,\ldots,n} p_i \leq p_{\text{int}}.$$

Then there exists a generic constant $C > 0$ and a linear operator $I : H^k(\hat{K}) \to \mathcal{P}_p$ such that

(i) $(Iu)|_{\Gamma_i} = i_{p,\Gamma_i} u$ for $i \in \{1, \ldots, n\}$;

(ii) $Iu = u$ for all $u \in \Pi_p(\hat{K})$;

(iii) $\|Iu\|_{H^1(T)} \leq C(1 + p'/\underline{p})\|u\|_{H^1(T)}$ for all $u \in \mathcal{P}_{p'}$;

(iv) $\|Iu\|_{H^1(T)} \leq C(1 + p'/\overline{p})\|u\|_{H^1(T)}$ for all $u \in \mathcal{P}_{p'}$.

Furthermore, the operator $I$ has the following approximation properties for a constant $C_k > 0$ depending solely on $k$ and $\hat{K}$:

$$\|u - Iu\|_{H^1(\hat{K})} \leq C_k \overline{p}^{-(k-1)}\|u\|_{H^k(\hat{K})},$$

(21)

$$\|u - Iu\|_{H^1_0(\Gamma_i)} \leq C_k \overline{p}^{-(k-1)}\|u\|_{H^k(\hat{K})}, \quad i = 1, \ldots, n.$$  

(22)

If $\mathcal{P}_{k-1} \subset \Pi_p(\hat{K})$, then the full norms on the right-hand sides of (21), (22) may be replaced with $\|u\|_{H^k(\hat{K})}$.

**Proof.** We start with the construction of $I$ and then show that it has the various properties ascertained in the theorem.

**Construction of $I$:**

1. step: We assume that the reference triangle $T$ has the form $T = \{(x, y) \mid -1 < x < 1, -1 < y < -x\}$. Also without loss of generality, we may assume in the case $\hat{K} = T$ that
the function $u$ is extended to $S$ via the universal extension operator of [15, Chap. VI.3]; hence, we may assume that $u$ is given on $S$. Next, we may assume $p \geq 2$. We then set

$$p := \begin{cases} p & \text{if } \widehat{K} = S, \\ \|p\| & \text{if } \widehat{K} = T. \end{cases}$$

We define $u_1 := i_p^\circ i_p^u \in Q_p \subset \Pi_p(\widehat{K})$ by the choice of $p$ and, in case $\widehat{K} = T$, the additional observation that $Q_p \subset P_{2p} \subset \Pi_p(\widehat{K})$.

We note that the map $u \mapsto u_1$ is linear and that $u(V) = u_1(V)$ for all vertices $V$ of $\widehat{K}$. In fact, for all edges $\Gamma_i$ of $\widehat{K}$ we have

$$u_1|_{\Gamma_i} = i_{p,\Gamma_i} u.$$  

The assertion (23) is trivial for all edges parallel to the coordinate axes and only non-trivial for the diagonal $y = -x$ of the reference triangle. There, it follows from from symmetry properties of the Gauss-Lobatto points.

2. step: We now correct the behavior of $u_1$ on the edges of $\widehat{K}$. Since $u(V) = u_1(V)$ for all vertices of $\widehat{K}$, we have that $i_{p,\Gamma_i} u - u_1 \in H^{1/2}(\Gamma_i)$ for $i = 1, \ldots, n$. We define $e \in H^{1/2}(\partial \widehat{K})$ edgewise by $e|_{\Gamma_i} = i_{p,\Gamma_i} u - u_1 \in H^{1/2}(\Gamma_i)$ for $i = 1, \ldots, n$. Hence, we may define

$$u_2 := u_1 + Ee \in \Pi_{p_{\text{int}}}(\widehat{K})$$

where the polynomial lifting operator $E$ is given by Lemma 4.3. We note that, so far, the mapping $u \mapsto u_2$ is a linear map and

$$\|Ee\|_{H^1(\widehat{K})} \leq C\|e\|_{H^{1/2}(\partial \widehat{K})} \leq C \sum_{i=1}^n \|i_{p,\Gamma_i} u - u_1\|_{H^{1/2}(\Gamma_i)}.$$  

3. step: We finally adjust $u_2$ by a suitable bubble function: we define $u_{\text{min}} \in H^1(\widehat{K}) \cap \Pi_{p_{\text{int}}}(\widehat{K})$ as the $H^1(\widehat{K})$-projection of $u - u_2$ onto $H^1(\widehat{K}) \cap \Pi_{p_{\text{int}}}(\widehat{K})$, i.e., $u_{\text{min}} \in H^1(\widehat{K}) \cap \Pi_{p_{\text{int}}}(\widehat{K})$ is the unique solution to

$$\langle (u - u_2) - u_{\text{min}}, v \rangle_{H^1} = 0 \quad \forall v \in \Pi_{p_{\text{int}}}(\widehat{K}) \cap H^1(\widehat{K});$$

here, $\langle \cdot, \cdot \rangle_{H^1}$ denotes the standard inner product on the Hilbert space $H^1(\widehat{K})$. Setting

$$Iu := u_2 + u_{\text{min}},$$

we therefore obtain

$$\langle u - IU, v \rangle_{H^1} = 0 \quad \forall v \in H^1(\widehat{K}) \cap \Pi_{p_{\text{int}}}(\widehat{K}).$$  

It is easy to see that $I : H^k(\widehat{K}) \to \Pi_p(\widehat{K})$ is a linear operator.
Analysis of the properties of $I$

By construction, $i_{p,\Gamma_i}u = u_2|_{\Gamma_i} = (Iu)|_{\Gamma_i}$ for all $i$, if $u \in \Pi_p(\tilde{K})$. Hence, property (i) is satisfied. From this and (26) is easily ascertained that (ii) holds as well.

We next turn to the approximation properties of $I$. Let $u \in H^k(\tilde{K})$, $k > 3/2$. Then, from Lemma 4.2

$$
\|u - u_1\|_{H^1(\tilde{K})} \leq C p^{-(k-1)}\|u\|_{H^k(\tilde{K})},
$$

$$
\|u - u_1\|_{H^{1/2}(\Gamma_i)} \leq C p^{-(k-1)}\|u\|_{H^k(\tilde{K})}, \quad i = 1, \ldots, n.
$$

Hence, by (25) we get

$$
\|u - u_2\|_{H^1(\tilde{K})} \leq \|u - u_1\|_{H^1(\tilde{K})} + \|E\|_{H^1(\tilde{K})} \leq C p^{-(k-1)}\|u\|_{H^k(\tilde{K})}.
$$

Finally, by the orthogonality property (26) satisfied by $u_{\min}$, we get

$$
\|u - Iu\|^2_{H^1(\tilde{K})} = \|u - u_2\|^2_{H^1(\tilde{K})} - \|u_{\min}\|^2_{H^1(\tilde{K})} \leq \|u - u_2\|^2_{H^1(\tilde{K})} \leq C p^{2-k}\|u\|^2_{H^k(\tilde{K})}.
$$

This proves the approximation property (21). Estimate (22) follows from combining Property (i), the approximation result Lemma 4.1, and the trace theorem. The claim that the expressions $\|u\|_{H^k(\tilde{K})}$ may be replaced with $\|u\|_{H^k(\tilde{K})}$ follows in the standard way from Property (i) and a Bramble-Hilbert type argument (see, e.g., [4, Thm. 3.1.1] for the details).

We now turn to proving the stability results on spaces of polynomials, Properties (iii), (iv). Set $\tilde{c} := (Iu)|_{\partial\tilde{K}}$. Then by Property (i), we have $\tilde{c}|_{\Gamma_i} = i_{p,\Gamma_i}u$. From the stability result (16) and the assumption $u|_{\Gamma_i} \in P_{p'}$, we have

$$
\|u - \tilde{c}\|_{H^{1/2}(\Gamma_i)} \leq C(1 + p'/p_i)\|u\|_{H^1(\tilde{K})} \leq C \left(1 + \frac{p'}{p_i}\right)\|u\|_{H^1(\tilde{K})}.
$$

Let $E$ be the lifting operator of Lemma 4.3. Then $E\tilde{c} \in \Pi_{p_{\min}}(\tilde{K})$ and $(E\tilde{c})|_{\partial\tilde{K}} = (Iu)|_{\partial\tilde{K}}$. Hence, from the orthogonality property (26)

$$
\|u - Iu\|^2_{H^1(\tilde{K})} = \langle u - Iu, u - Iu \rangle_{H^1} = \langle u - Iu, u - E\tilde{c} \rangle_{H^1} \leq \|u - Iu\|_{H^1(\tilde{K})}\|u - E\tilde{c}\|_{H^1(\tilde{K})}
$$

we conclude together with (27) and the trace theorem

$$
\|u - Iu\|_{H^1(\tilde{K})} \leq \|u - E\tilde{c}\|_{H^1(\tilde{K})} \leq \|u\|_{H^{1/2}(\partial\tilde{K})} + C\|E\|_{H^{1/2}(\partial\tilde{K})} \leq \|u\|_{H^{1/2}(\partial\tilde{K})} + C\|\tilde{c}\|_{H^{1/2}(\partial\tilde{K})} \leq C\|u\|_{H^{1/2}(\Gamma_i)} + C \sum_{i=1}^n \|u - \tilde{c}\|_{H^{1/2}(\Gamma_i)} \leq C \left(1 + \frac{p'}{p_i}\right)\|u\|_{H^1(\tilde{K})},
$$

From this, we easily infer Property (iii). Property (iv) follows from the Poincaré inequality as follows: denoting by $\overline{u} \in \mathbb{R}$ the average of $u$ over $\tilde{K}$, we get

$$
|Iu|_{H^1(\tilde{K})} \leq |u|_{H^1(\tilde{K})} + \|u - Iu\|_{H^1(\tilde{K})} \leq |u|_{H^1(\tilde{K})} + \|u - \overline{u} - I(u - \overline{u})\|_{H^1(\tilde{K})}
$$

$$
\leq |u|_{H^1(\tilde{K})} + C\|u - \overline{u}\|_{H^1(\tilde{K})} \leq |u|_{H^1(\tilde{K})}.
$$

\[\square\]
5 Auxiliary Results

This sections is devoted to the proof of all the auxiliary results that were used in the proof of Theorem 2.1.

5.1 The weight function $\omega_{\beta,T}$

We start with studying the most important properties of the weight function $\omega_{\beta,T}$ introduced in Definition 2.2.

Lemma 5.1. (properties of $\omega_{\beta,T}$) Let $T$ be a geometric mesh and let $\omega_{\beta,T}$ be given by Definition 2.2. Then there exist constants $C_1, \cdots, C_4 > 0$ depending only on the shape-regularity constant $\gamma$ and the constants of Definition 1.7 such that for all $K \in T$ and arbitrary $\beta \in (0,1]$

1. $\inf_{x \in K} |\omega_{\beta,T}(x)| \geq C_2 \left(\frac{h}{h_K}\right)^\beta$,

2. $\sup_{x \in K} |\omega_{\beta,T}(x)| \leq C_1 \left(\frac{h}{h_K}\right)^\beta$,

3. $|\nabla \omega_{\beta,T}(x)| = C_{\beta,T,K} \leq C_3 \beta \frac{\omega_{\beta,T}(x)}{h_K} \leq C_4 \beta \frac{\omega_{\beta,T}(x)}{r(x)} \quad \forall x \in K.$

Proof.

1. Since the restriction of $w_{\beta,T}(x)$ to the triangle $K$ is the linear function that coincides with the non interpolated weight function $\tilde{\omega}_{\beta,T}(x)$ in all vertices $v_i$ of $K$, we have

$$\inf_{x \in K} |\omega_{\beta,T}(x)| \geq \inf_{x \in K} |\tilde{\omega}_{\beta,T}(x)| = \inf_{x \in K} \left(\frac{h}{h + r(x)}\right)^\beta.$$

Now, the assertion follows directly from the estimates $r \leq ch_K$ and $h \leq cK$.

2. Follows analogous to (1) from the definition of $w_{\beta,T}(x)$ and from the estimates in Definition 1.7 or Lemma 1.8 respectively.

3. First, we consider the function $x \mapsto \left(\frac{h}{h + xh_K}\right)^\beta$.

For $x_2 > x_1 \geq 0$ the mean value theorem guarantees the existence of a $\xi \in (x_1, x_2)$ such that

$$\left(\frac{h}{h + x_1h_K}\right)^\beta - \left(\frac{h}{h + x_2h_K}\right)^\beta = \frac{\beta(x_2 - x_1)h_k}{h + \xi h_k} \left(\frac{h}{h + \xi h_K}\right)^\beta.
\quad (28)$$
Next, since \( \omega_{\beta,T}(x) \) is linear, we have \( |\nabla \omega_{\beta,T}(x)| = C_{\beta,T,K} \) for all \( x \in K \) and due to the \( \gamma \)-shape-regularity of the mesh we get

\[
C_{\beta,T,K} \leq c h_K^{-1} \left( \sup_{x \in K} \omega_{\beta,T}(x) - \inf_{x \in K} \omega_{\beta,T}(x) \right),
\]

where the constant \( c \) depends only on \( \gamma \). Hence, the definition of \( \omega_{\beta,T}(x) \) together with Lemma 1.8 imply:

\[
C_{\beta,T,K} \leq c h_K^{-1} \left\{ \begin{array}{ll}
1 - \left( \frac{h}{h+c_1 h_K} \right)^\beta & : K \cap \partial \Omega \neq \emptyset \\
\left| c_1 - c_2 \right| \left( \frac{h}{h+c_2 h_K} \right)^\beta & : K \cap \partial \Omega = \emptyset
\end{array} \right.,
\]

where \( c_1, c_2 > 0 \) depend only on the shape-regularity constant \( \gamma \). Thus, applying inequality (28) leads to

\[
C_{\beta,T,K} \leq c \beta h_K^{-1} \left\{ \begin{array}{ll}
c_2 h_K \left( \frac{h}{h+c_1 h_K} \right)^\beta & : K \cap \partial \Omega \neq \emptyset \\
c_1 - c_2 \left( \frac{h}{h+c_2 h_K} \right)^\beta & : K \cap \partial \Omega = \emptyset
\end{array} \right.
\]

for a \( \xi_1 \in (0,c_2) \) or \( \xi_2 \in (c_1,c_2) \) respectively. Since \( h_K \leq c h \) and \( \xi_2 \geq c_1 \) we arrive at

\[
C_{\beta,T,K} \leq c \beta h_K^{-1} \left\{ \begin{array}{ll}
1 & : \text{for all } K \in T \mid K \cap \partial \Omega \neq \emptyset \\
\left( \frac{h}{h+c h_K} \right)^\beta & : \text{for all } K \in T \mid K \cap \partial \Omega = \emptyset
\end{array} \right.
\]

and the assertion follows from \( h_K \geq c r(x) \) for all \( K \in T \) and \( h \geq c h_K \) in the event of \( K \cap \partial \Omega \neq \emptyset \). \( \square \)

**Lemma 5.2.** Let \( \Omega \in \mathbb{R}^2 \) be a polygonal domain. Let \( T \) be a geometric mesh and let \( \omega_{\beta,T} \) be given by Definition 2.2. Then there exist \( \beta' \in (0,1], \ C_{\beta'} > 0 \) depending only on \( \Omega \), the shape regularity constant \( \gamma \) and the constants of Definition 1.7, such that for all \( \beta \in (0, \beta'] \) and all \( f \in H^1_0(\Omega) \)

\[
\| r^{-1} \sqrt{\omega_{\beta,T}} f \|_{L^2(\Omega)} \leq C_{\beta'} \| \sqrt{\omega_{\beta,T}} \nabla f \|_{L^2(\Omega)}, \quad (29)
\]

\[
\| r^{-1} \omega_{\beta,T} f \|_{L^2(\Omega)} \leq C_{\beta'} \| \omega_{\beta,T} \nabla f \|_{L^2(\Omega)}. \quad (30)
\]

**Proof.** We will only prove the first inequality as the second one is proved similarly. Since \( f \in H^1_0(\Omega) \), we can apply Hardy’s inequality (see [5, Thm. 1.4.4.3]):

\[
\left\| \frac{\sqrt{\omega_{\beta,T}} f}{r} \right\|_{L^2(\Omega)} \leq C_1 \left\| \nabla \left( \sqrt{\omega_{\beta,T}} f \right) \right\|_{L^2(\Omega)} \quad (31)
\]

\[
\leq C_1 \left\| \sqrt{\omega_{\beta,T}} \nabla f \right\|_{L^2(\Omega)} + \frac{C_1}{2} \left\| \frac{f}{\sqrt{\omega_{\beta,T}}} \right\|_{L^2(\Omega)}. \quad (32)
\]

18
Next, using property 3 of Lemma 5.1, we obtain:

$$\left\| \frac{f}{\sqrt{\omega_{\beta, T}}} \nabla \omega_{\beta, T} \right\|_{L^2(\Omega)}^2 \leq (C_2 \beta)^2 \int_{\Omega} \left( \frac{f}{\sqrt{\omega_{\beta, T}}} \right)^2 \, d\Omega$$

$$= (C_2 \beta)^2 \left\| \frac{f}{\sqrt{\omega_{\beta, T}}} \nabla f \right\|_{L^2(\Omega)}^2.$$  

(33)

Combining (32) and (34) yields

$$\left\| \frac{\sqrt{\omega_{\beta, T}} f}{d} \right\|_{L^2(\Omega)} \leq \frac{2C_1}{2 - C_1 C_2 \beta} \left\| \sqrt{\omega_{\beta, T}} \nabla f \right\|_{L^2(\Omega)};$$

hence for arbitrary $0 < \beta' < 2(C_1 C_2)^{-1}$ together with $C_{\beta'} := \frac{2C_1}{2 - C_1 C_2 \beta'}$ the desired inequality (29) follows. \qed

**Lemma 5.3.** Let $\Omega \subset \mathbb{R}^2$ be a polygonal domain. Let $T$ be a geometric mesh and $p$ a linear degree vector with slope $\alpha > 0$. Furthermore, let the linear operator $I : S_0^{2p}(\Omega, T) \rightarrow S_0^p$ be defined by:

$$[Iu](x) := \left[ \hat{I} (u \circ F_K) \right] (F_K^{-1} x) \quad \forall x \in K \ \forall K \in T,$$

where $\hat{I}$ denotes the operator of Theorem 4.4. Then there exist $\beta' \in (0, 1]$ and $C_{\beta'} > 0$ depending only on $\Omega$, the shape regularity constant $\gamma$ and the constants of Definitions 1.7, 1.9 such that for all $\beta \in (0, \beta']$ and all $g \in S_0^p(\Omega, T)$

$$\left\| \frac{1}{\sqrt{\omega_{\beta, T}}} \nabla (\omega_{\beta, T} g - I(\omega_{\beta, T} g)) \right\|_{L^2(\Omega)} \leq C_{\beta'} \beta \left\| \sqrt{\omega_{\beta, T}} \nabla g \right\|_{L^2(\Omega)}.$$

**Proof.** We set

$$\omega_{\beta, T, K} := \sup_{x \in K} \omega_{\beta, T}(x), \quad \omega_{\beta, T, K} := \inf_{x \in K} \omega_{\beta, T}(x)$$

and obtain

$$\left\| \frac{1}{\sqrt{\omega_{\beta, T}}} \nabla (\omega_{\beta, T} g - I(\omega_{\beta, T} g)) \right\|_{L^2(\Omega)}^2 \leq \sum_{K \in T} \frac{1}{\omega_{\beta, T, K}} \left\| \nabla (\omega_{\beta, T} g - q_K - I(\omega_{\beta, T} g - q_K)) \right\|_{L^2(K)}^2,$$

where for each $K \in T$ an arbitrary $q_K$ with $q_K \circ F_K \in S^{p(K)}(\hat{K})$ may be chosen. Now, the stability property (iv) of Theorem 4.4 implies

$$\left\| \frac{1}{\sqrt{\omega_{\beta, T}}} \nabla (\omega_{\beta, T} g - I(\omega_{\beta, T} g)) \right\|_{L^2(\Omega)}^2 \leq 2 \sum_{K \in T} \frac{1}{\omega_{\beta, T, K}} \left( |\omega_{\beta, T} g - q_K|_{H^1(K)}^2 + |I(\omega_{\beta, T} g - q_K)|_{H^1(K)}^2 \right) \leq C \sum_{K \in T} \frac{1}{\omega_{\beta, T, K}} |\omega_{\beta, T} g - q_K|_{H^1(K)}^2;$$
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and by choosing \( q_K := \omega_{\beta,T,K} g := w_{\beta,T}(x_K)g(x) \) for \( x_K \in K \) arbitrary, we arrive at

\[
\left\| \frac{1}{\sqrt{\omega_{\beta,T}}} \nabla (\omega_{\beta,T}g - I(\omega_{\beta,T}g)) \right\|_{L^2(\Omega)}^2 
\leq C \sum_{K \in \mathcal{T}} \frac{1}{\omega_{\beta,T,K}} \| (\omega_{\beta,T} - \omega_{\beta,T,K})g \|_{H^1(K)}^2 
\leq C \sum_{K \in \mathcal{T}} \frac{1}{\omega_{\beta,T,K}} \left( \| g\nabla \omega_{\beta,T} \|_{L^2(K)}^2 + \| (\omega_{\beta,T} - \omega_{\beta,T,K})\nabla g \|_{L^2(K)}^2 \right).
\]

From Lemma 5.1 we deduce \( \omega_{\beta,T,K} \leq C \omega_{\beta,T,K} \) for all \( K \in \mathcal{T} \). Thus, repeated use of Lemma 5.1 leads to

\[
\left\| \frac{1}{\sqrt{\omega_{\beta,T}}} \nabla (\omega_{\beta,T}g - I(\omega_{\beta,T}g)) \right\|_{L^2(\Omega)}^2 
\leq C \beta^2 \sum_{K \in \mathcal{T}} \frac{1}{\omega_{\beta,T,K}} \left( \| g\nabla \omega_{\beta,T} \|_{L^2(K)}^2 + \omega_{\beta,T,K}^2 \| \nabla g \|_{L^2(K)}^2 \right) 
\leq C \beta^2 \sum_{K \in \mathcal{T}} \left( \left\| g\frac{\omega_{\beta,T}}{r} \right\|_{L^2(K)}^2 + \left\| \omega_{\beta,T} \nabla g \right\|_{L^2(K)}^2 \right) .
\]

Finally exploiting Lemma 5.2 gives the desired result. \( \square \)

### 5.2 Approximation of \( \bar{B}^2_{1-\delta} \) functions from \( S^p \) in a \( \omega \)-weighted norm

In this subsection we will use the results of [9, Section 2.3.2] to deduce an approximation result for the \( \omega \)-weighted \( H^1 \)-seminorm. We start with recalling from [9] the following approximation result:

**Lemma 5.4.** Let \( \mathcal{T} \) be a geometric mesh with boundary mesh size \( h \) as defined in Definition 1.7. Let \( p \) be a linear degree vector with slope \( \alpha > 0 \). Let \( u \in \bar{B}^2_{1-\delta}(C_u, \gamma_u) \), \( C_u, \gamma_u > 0 \). Then there exists an element \( Iu \in S^p(\Omega, \mathcal{T}) \) such that

\[
\| u - Iu \|_{H^1(K)} \leq \begin{cases} 
CC_K h_K^{b' \alpha} & \text{for all } K \in \mathcal{T} \text{ abutting on } \partial \Omega \\
CC_K h_K^{b' - \alpha \delta} & \text{otherwise}
\end{cases} ,
\]

where \( C, b' > 0 \) depend only on the shape-regularity constant \( \gamma \), the constants of Definitions 1.7, 1.9, and \( \gamma_u \); \( C \) depends additionally on \( \delta \). The constants \( C_K \) are given by

\[
C_K^2 := \sum_{n=0}^{\infty} \frac{1}{(2\gamma_u)^{2n}(n!)^2} \| p^{n+1-\delta} \nabla^{n+2} u \|_{L^2(K)}^2 \quad \text{and we have} \quad \sum_{K \in \mathcal{T}} C_K^2 \leq \frac{4}{3} C_u^2 .
\]
Proof. See [9, Proposition 2.10] for the construction of such an element.

Now, by means of Lemma 5.4, we are able to prove the following lemma, concerning the approximation of $B^2_1(C, \gamma_u)$ functions from $S^p(\Omega, T)$ in the $\omega_{\beta, T}$-weighted $H^1$-seminorm.

**Lemma 5.5.** Let $\beta \in (0, 1]$. Let $T$ be a geometric mesh with boundary mesh size $h$ as defined in Definition 1.7. Let $p$ be a linear degree vector with slope $\alpha$. Furthermore, let $u \in B^2_1(C, \gamma_u)$ and $\omega_{\beta, T}$ be given by Definition 2.2. Then there exists an element $Iu \in S^p(\Omega, T)$ such that for $\alpha$, $C$ sufficiently large (depending only on the shape-regularity constant $\gamma$, the constants of Definitions 1.7, 1.9, and $\gamma_u, \delta$) we have

$$\left[ \int_{\Omega} \left( \frac{1}{\sqrt{\omega_{\beta, T}}} \nabla (u - Iu) \right)^2 \, d\Omega \right]^\frac{1}{2} \leq CC_u h^\delta.$$  

Proof. We will show that the element $Iu$ of Lemma 5.4 has the desired property. To that end, we distinguish between two cases:

1. For $K \in T$ with $\overline{K} \cap \partial \Omega \neq \emptyset$ we have

$$\left\| \frac{1}{\sqrt{\omega_{\beta, T}}} \nabla (u - Iu) \right\|_{L^2(K)} \leq CC_K h^\delta \left\| \frac{1}{\sqrt{\omega_{\beta, T}}} \right\|_{L^\infty(K)} \leq CC_K h^\delta.$$

2. For $K \in T$ with $\overline{K} \cap \partial \Omega = \emptyset$ we have

$$\left\| \frac{1}{\sqrt{\omega_{\beta, T}}} \nabla (u - Iu) \right\|_{L^2(K)} \leq CC_K \left\| \frac{1}{\sqrt{\omega_{\beta, T}}} \right\|_{L^\infty(K)} h^\delta_{K} h^{\alpha - \alpha' \beta}.$$  

and, since $\omega_{\beta, T}(x) \geq c \left( \frac{1}{h_K} \right)^{\beta}$ for all $x \in K$, we obtain

$$\left\| \frac{1}{\sqrt{\omega_{\beta, T}}} \nabla (u - Iu) \right\|_{L^2(K)} \leq CC_K h^\delta_{K} h^{\alpha - \alpha' \beta} \left( \frac{1}{h_K} \right)^{\beta}.$$  

For $\alpha$ sufficiently large, namely, $\alpha > b^{-1}(\delta + \beta/2)$, we exploit $h_K \geq ch$ to arrive at:

$$\left\| \frac{1}{\sqrt{\omega_{\beta, T}}} \nabla (u - Iu) \right\|_{L^2(K)} \leq CC_K h^\delta.$$  

Finally, we add up all element contributions and the assertion follows:

$$\left[ \int_{\Omega} \left( \frac{1}{\sqrt{\omega_{\beta, T}}} \nabla (u - Iu) \right)^2 \, d\Omega \right]^\frac{1}{2} = \left( \sum_{K \in T} \left\| \frac{1}{\sqrt{\omega_{\beta, T}}} \nabla (u - Iu) \right\|_{L^2(K)}^2 \right)^\frac{1}{2} \leq C \left( h^{2\delta} \sum_{K \in T} C_K^2 \right)^\frac{1}{2} \leq CC_u h^\delta.$$
Remark 5.6. In the proof of Lemma 5.5 we demand $\alpha > b^{-1}(\delta + \beta/2)$. Since $\delta \in (0, 1]$ and $\beta \in (0, 1]$ this claim will be fulfilled if $\alpha > 3/(2b')$, independent of $\beta$ and $\delta$.

### 5.3 Properties of $z$ and $z_h$

In this section we want to point out the most important properties of $z$ and $z_h$ defined in Definition 2.3.

**Lemma 5.7. (basic properties of $z$ and $z_h$)** Let the assumptions of Theorem 2.1 be valid and let $\hat{\Omega} \subset \Omega' \subset \Omega$. Furthermore, let $z$ and $z_h$ be given by Definition 2.3. Then for constants $C_\Omega$, $C_{\Omega'}$, $\gamma_z$ depending on $\Omega$, $\Omega'$, $\delta_0$ we have:

1. $\|z\|_{H^1(\Omega)} \leq \|z\|_{H^{1+\delta_0}(\Omega)} \leq C_\Omega \|u - u_h\|_{L^2(\hat{\Omega})}$

2. $z \in H^2(\Omega')$ and $\|z\|_{H^2(\Omega')} \leq C_{\Omega'} \|u - u_h\|_{L^2(\hat{\Omega})}$

3. $z|_{\Omega \setminus \Omega'} \in B^2_{1-\delta_0}(C_{\Omega'} \|u - u_h\|_{L^2(\hat{\Omega})}, \gamma_z)$

4. $\|z - z_h\|_{H^1(\Omega)} \leq c \|u - u_h\|_{L^2(\hat{\Omega})}.$

**Proof.**

1. This is just a rephrasing of Assumption 1.3.

2. This expresses interior regularity for elliptic problems: From [6, Thm. 9.1.26] we obtain $z \in H^2(\Omega')$ together with

$$\|z\|_{H^2(\Omega')} \leq C_{\Omega'} \left( \|u - u_h\|_{L^2(\hat{\Omega})} + \|z\|_{H^1(\Omega)} \right).$$

The desired bound now follows from this estimate and the preceding one.

3. This follows from [9, Thm. A.1]: Without loose of generality, we may assume $\Omega''$ to be a smooth domain. Since $z \in H^{1+\delta_0}(\Omega \setminus \Omega'')$ satisfies $-\Delta z = 0$ on $\Omega \setminus \Omega''$ and since $\|z\|_{H^{1+\delta_0}(\Omega \setminus \Omega')} \leq \|z\|_{H^{1+\delta_0}(\Omega)} \leq C \|u - u_h\|_{L^2(\hat{\Omega})}$, the result now follows from [9, Thm. A.1].

4. Follows from the Lax-Milgram lemma together with the first estimate:

$$\|z - z_h\|_{H^1(\Omega)} \leq C \inf_{v \in S^0_{\Omega, T}} \|z - v\|_{H^1(\Omega)} \leq C \|z\|_{H^1(\Omega)} \leq C \|u - u_h\|_{L^2(\hat{\Omega})}.$$
Lemma 5.8. Let the assumptions of Theorem 2.1 be valid. Furthermore, let $z$ be given by Definition 2.3. Then there exists an element $q \in \mathcal{Y}^p(\Omega, T)$ such that
\[ \|\gamma_1 z - q^*\|_{H^{-\frac{1}{2}}(\partial \Omega)} \leq C_s h^s \|u - u_h\|_{L^2(K)} \quad \forall s \in (0, \delta_0], \tag{35} \]
where $q^* \in \mathcal{Y}^p(\Omega, T)^*$ denotes the representation of $q$ given by the Riesz representation theorem.

Proof. Assumption 1.3 gives us $\delta_0 > 0$ such that $\gamma_1 z \in H^{-1/2+s}(\partial \Omega)$ with
\[ \|\gamma_1 z\|_{H^{-\frac{1}{2}}(\partial \Omega)} \leq C \|x_{\Omega}(u - u_h)\|_{L^2(\Omega)} = C \|u - u_h\|_{L^2(K)} \]
for all $0 \leq s \leq \delta_0$. [9, Lemma 2.8] guarantees the existence of an element $q \in \mathcal{Y}^p(\Omega, T)$ such that
\[ \|\gamma_1 z - q^*\|_{H^{-\frac{1}{2}}(\partial \Omega)} \leq C_s h^s \|\gamma_1 z\|_{H^{-\frac{1}{2}}(\partial \Omega)} . \]
Combining these two inequalities yields the desired bound (35). \qed

Lemma 5.9. Let the assumptions of Theorem 2.1 be valid. Furthermore, let $z$ be given by Definition 2.3 and let $\omega_{\beta, T}$ be given by Definition 2.2. Then, for $\alpha$ sufficiently large depending only on the shape-regularity constant $\gamma$, the constants of Definitions 1.7, Definition 1.9, and $u$ there exists an element $Iu \in S^p_0(\Omega, T)$ such that
\[ \|\sqrt{\omega_{\beta, T}} \nabla (z - Iz)\|_{L^2(\Omega)} \leq C h^\beta \|u - u_h\|_{L^2(\Omega)} \]
for all $\beta \in (0, \delta_0]$ and $C$ independent of $h$ and $\beta$.

Proof. We construct $Iu$ as follows:
\[ [Iu](x) := \left[ I(u \circ F_K) \right] (F_K^{-1}x) \quad \forall x \in K \forall K \in T \]
and distinguish two cases:

- For $K \in T_1 := \{ K \in T \mid \overline{K} \cap \overline{K} = \emptyset \}$ the operator $I$ is taken from [9, Lemma 2.9].
- For $K \in T_2 := \{ K \in T \mid \overline{K} \cap \overline{K} \neq \emptyset \}$ the operator $I$ is taken as the one constructed in Theorem 4.4.

Furthermore, we assume that there exists no $K \in T_2$ such that $\overline{K} \cap \partial \Omega \neq \emptyset$. Thus, we have $\Omega : \bigcup_{K \in T_2} K \subset \hat{\Omega} \subset \Omega$ independent of $h$. Because of $\omega_{\beta, T}(x) \in (0, 1]$ and in view of Lemma 5.1 we have
\[ \|\sqrt{\omega_{\beta, T}} \nabla (z - Iz)\|_{L^2(\Omega)}^2 \leq \sum_{K \in T} \|\sqrt{\omega_{\beta, T}}\|_{L^\infty(K)}^2 \|z - Iz\|^2_{H^1(K)} \]
\[ \leq \sum_{K \in T_1} \|z - Iz\|^2_{H^1(K)} + C \sum_{K \in T_2} \left( \frac{h}{h_K} \right)^\beta \|z - Iz\|^2_{H^1(K)} . \]
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Exploiting $z \in H^2(\hat{\Omega})$ with $\|z\|_{H^2(\hat{\Omega})} \leq C_{\hat{\Omega}} \|u - u_h\|_{L^2(K)}$ (see Lemma 5.7), pulling back to the reference triangle and making use of Theorem 4.4 we can bound the second sum as follows:

$$\sum_{K \in T_2} \left( \frac{h}{h_K} \right)^\beta |z - I_z|_{H^1(K)}^2 \leq C \sum_{K \in T_2} \left( \frac{h}{h_K} \right)^\beta |\tilde{z}|_{H^2(\hat{\Omega})}^2$$

$$\leq C \sum_{K \in T_2} \left( \frac{h}{h_K} \right)^2 h_K^2 |z|_{H^2(K)}^2$$

$$\leq Ch^\beta \sum_{K \in T_2} |z|_{H^2(K)}^2 \leq Ch^\beta \|u - u_h\|_{L^2(K)}^2, \quad (36)$$

with a constant $C$ independent of $h$ and $\beta$. In order to bound the first sum, we exploit $z|_{\Omega \setminus \hat{\Omega}} \in B_{1-\delta_0}^2(C_{\hat{\Omega}} \|u - u_h\|_{L^2(K)}, \gamma_z)$. Because of Lemma 5.4 and since no $K \in T_1$ has a distance less than $ch_K$ from $\hat{K}$ we obtain

$$\sum_{K \in T_1} |z - I_z|_{H^1(K)}^2 \leq \sum_{K \in T_1 \mid K \cap \partial \Omega \neq \emptyset} C_{K,z}^2 h_{2\delta_0} + \sum_{K \in T_1 \mid K \cap \Omega = \emptyset} C_{K,z}^2 h_{2(\delta_0 - \alpha') - 1} h^{2\alpha'}. \quad (37)$$

That is, for $\alpha$ sufficiently large, we obtain

$$\sum_{K \in T_1} |z - I_z|_{H^1(K)}^2 \leq h_{2\delta_0} C \sum_{K \in T_1} C_{K,z}^2 \leq h_{2\delta_0} C \|u - u_h\|_{L^2(K)}^2. \quad (37)$$

Combining (36) and (37) gives us the desired result.

**Remark 5.10.** In order to prove Lemma 5.9 we demand that there exists no $K \in T_2$ such that $\overline{K} \cap \partial \hat{\Omega} \neq \emptyset$. However, this is no restriction. Since we assume shape regularity and $\hat{K} \subset \Omega' \subset \subset \Omega$ the claim will automatically be fulfilled, if only $h$ becomes small enough.

**Lemma 5.11.** Let the assumptions of Theorem 2.1 be valid. Furthermore, let $z$ and $z_h$ be given by Definition 2.3 and let $\omega_{\beta,T}$ be given by Definition 2.2. Then there exists a $\beta' \in (0,\delta_0]$ depending only on $\Omega, \Omega'$, the shape regularity constant $\gamma$ and the constants of Definitions 1.7, 1.9 such that

$$\|\sqrt{\gamma_{\beta,T}} \nabla (z - z_h)\|_{L^2(\Omega)} \leq C_{\beta} h^\beta \|u - u_h\|_{L^2(K)}, \quad (38)$$

for all $\beta \in (0,\beta']; C_{\beta'}$ independent of $h$ and $\beta$.

**Proof.** For simplicity of notation we set $e = z - z_h$ and we proceed in several steps:

- First, we observe

$$\|\sqrt{\gamma_{\beta,T}} \nabla e\|_{L^2(\Omega)}^2 = \int_\Omega \nabla e \cdot (\nabla_{\beta,T} e) d\Omega - \int_\Omega e \nabla e \cdot \nabla \omega d\Omega.$$
Now, Lemma 5.2 guarantees the existence of $\beta' > 0$ and $C'_{\beta'} > 0$ such that
\[
\left\| \int_{\Omega} e \nabla e \cdot \nabla w \, d\Omega \right\| \leq C \beta \int_{\Omega} \left| \sqrt{\omega_{\beta,T}} \frac{e}{T} \right| \left| \sqrt{\omega_{\beta,T}} \nabla e \right| \, d\Omega \\
\leq C \beta \left\| \sqrt{\omega_{\beta,T}} \frac{e}{T} \right\|_{L^2(\Omega)} \left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)} \\
\leq CC'_{\beta'} \beta \left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)}^2
\]
for all $\beta \in (0, \beta']$. Since $C'_{\beta'}$ is a monotone increasing function of $\beta'$, we additionally claim $CC'_{\beta'} \beta' < 1$ for a possibly smaller $\beta'$, and obtain
\[
\left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)}^2 \leq C'_{\beta'} \int_{\Omega} \nabla e \cdot \nabla (\omega_{\beta,T} e) \, d\Omega
\]
for all $\beta \in (0, \beta']$ and $C'_{\beta'} := \frac{1}{1-CC'_{\beta'}}$.

Next, we apply the triangular inequality to insert the element $Iz \in S^0_0(\Omega, T)$ of Lemma 5.9
\[
\left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)}^2 \leq C'_{\beta'} \int_{\Omega} \nabla e \cdot \nabla (\omega_{\beta,T}(z-Iz)) \, d\Omega \right\| +C'_{\beta'} \int_{\Omega} \nabla e \cdot \nabla (\omega_{\beta,T}(Iz-z_h)) \, d\Omega
\]
Making use of Cauchy-Schwarz inequality together with Lemma 5.1 and Lemma 5.2, the first term can be bounded by
\[
\left| \int_{\Omega} \nabla e \cdot \nabla (\omega_{\beta,T}(z-Iz)) \, d\Omega \right| \leq \left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)} \left\| \frac{1}{\sqrt{\omega_{\beta,T}}} \nabla (\omega_{\beta,T}(z-Iz)) \right\|_{L^2(\Omega)} \\
\leq \left( 1 + CC'_{\beta'} \beta \right) \left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)} \left\| \sqrt{\omega_{\beta,T}} \nabla (z-Iz) \right\|_{L^2(\Omega)}
\]
for all $\beta \in (0, \beta']$. To bound the second term we make use of Galerkin orthogonality and deduce
\[
\left| \int_{\Omega} \nabla e \cdot \nabla (\omega_{\beta,T}(Iz-z_h)) \, d\Omega \right| \leq \left| \int_{\Omega} \nabla e \cdot \nabla (\omega_{\beta,T}(Iz-z_h) - T(\omega_{\beta,T}(Iz-z_h))) \, d\Omega \right| \\
\leq CC'_{\beta'} \beta \left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)} \left\| \sqrt{\omega_{\beta,T}} \nabla (Iz-z_h) \right\|_{L^2(\Omega)}
\]
for all $\beta \in (0, \beta']$, where $T : S^2_0(\Omega, T) \rightarrow S^0_0$ denotes the operator defined in Lemma 5.3. Hence, combining these two bounds we arrive at
\[
\left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)}^2 \leq (1 + CC'_{\beta'}) \left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)} \left\| \sqrt{\omega_{\beta,T}} \nabla (z-Iz) \right\|_{L^2(\Omega)} + CC'_{\beta'} \beta \left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)} \left\| \sqrt{\omega_{\beta,T}} \nabla (z-Iz) \right\|_{L^2(\Omega)} + CC'_{\beta'} \beta \left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)} \left\| \sqrt{\omega_{\beta,T}} \nabla e \right\|_{L^2(\Omega)},
\]
\[
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that is, for $\beta'$ sufficiently small we have
\[
\left\| \sqrt{\omega_{\beta', T}} \nabla e \right\|_{L^2(\Omega)}^2 \leq C_{\beta'} \left( \left\| \sqrt{\omega_{\beta', T}} \nabla e \right\|_{L^2(\Omega)} + \left\| \sqrt{\omega_{\beta', T}} \nabla (z - I z) \right\|_{L^2(\Omega)} \right);
\]
for all $\beta \in (0, \beta']$ and finally, Lemma 5.9 yields (38).

6  Outlook

In Theorem 2.1 we proved the existence of some $\beta > 0$ such that the local error estimates (5), (6), and (7) hold. Since all of our numerical experiments achieve $\beta = \delta$ we assume that it is actually possible to prove an improved version of Theorem 2.1, where $\beta > 0$ is replaced by $\beta = \delta$. Numerical evidence such as Example 6.1 below indicates that Theorem 2.1 is not necessarily restricted to Dirichlet problems but is also true for other types of boundary conditions such as Neumann or mixed boundary conditions.

We want to mention that the doubling of the convergence rate can be obtained using the “standard” duality approach if a slightly different mesh is considered as proposed in [7] (see also [8]). There, the mesh size is defined according to $h_K \sim \min\{\sqrt{h}, h + \text{dist}(K, \partial\Omega)\}$ and the polynomial degree $p$ is defined as in Definition 1.9. The key thing to note is that in the interior of the computational domain a quasi-uniform mesh with mesh size $O(\sqrt{h})$ and fixed polynomial degree is employed. Thus, the standard duality arguments can be used to recover a local $L_2$-convergence rate of $O(h^{1/2+\delta})$ for $u \in H^{1+\delta}(\Omega)$. It should be noted that the above choice of meshes and polynomial degree distribution also lead to a problem size $N = O(h^{-1})$.

Example 6.1. (mixed boundary conditions) We consider the L-shaped domain as shown in Figure 1 together with the model problem
\[
\begin{align*}
-Du &= f \quad \text{on} \quad \Omega = (-1, 1)^2 \setminus ([0, 1] \times [-1, 0]) \\
\gamma_1 u &= 0 \quad \text{on} \quad \partial\Gamma_N = \{(-1) \times [-1, 1] \cup \{1\}, \partial\Omega \setminus \Gamma_N,
\end{align*}
\]
where the right-hand side $f$ is chosen in such a way that the exact solution $u$ is given by
\[
u = r^{1/2} \sin \left( \frac{2}{3} \varphi \right) \left( 1 - r^2 \cos^2 \varphi \right) \left( 1 + r \cos \varphi \right) \left( 1 - r^2 \sin^2 \varphi \right) \left( 1 - r \sin \varphi \right).
\]
As in Example 3.1, we have $u \in H^{3/2-\varepsilon}(\Omega)$ for all $\varepsilon > 0$, and we choose $x_1 = (0.4, 0.3)$, $x_2 = (0.1, 0.2)$. Our computations are performed with $\alpha = 1$. The results are collected in Table 2 and plotted in Figure 4. We clearly observe that the convergence rate on the fixed element $K$ is better than the convergence rate in the global energy norm.
Table 2: Example 6.1 with $e = u - u_h$

<table>
<thead>
<tr>
<th>Level</th>
<th>$h$</th>
<th>$p_{max}$</th>
<th>$x_1 = (0.4, 0.3)$</th>
<th>$x_2 = (0.1, 0.2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$|e|_{L^2(K)}$</td>
<td>$|e|_{H^1(K)}$</td>
</tr>
<tr>
<td>1</td>
<td>5.000e-01</td>
<td>1</td>
<td>3.0616e-02</td>
<td>1.7582e-02</td>
</tr>
<tr>
<td>2</td>
<td>2.500e-01</td>
<td>2</td>
<td>3.9843e-02</td>
<td>8.2524e-02</td>
</tr>
<tr>
<td>3</td>
<td>1.250e-01</td>
<td>2</td>
<td>9.3002e-04</td>
<td>2.0144e-02</td>
</tr>
<tr>
<td>4</td>
<td>6.250e-02</td>
<td>3</td>
<td>3.4768e-04</td>
<td>3.4600e-03</td>
</tr>
<tr>
<td>5</td>
<td>3.125e-02</td>
<td>4</td>
<td>1.0915e-04</td>
<td>1.4255e-03</td>
</tr>
<tr>
<td>6</td>
<td>1.562e-02</td>
<td>4</td>
<td>3.8583e-05</td>
<td>3.9335e-04</td>
</tr>
<tr>
<td>7</td>
<td>7.812e-03</td>
<td>5</td>
<td>1.5366e-05</td>
<td>1.5621e-04</td>
</tr>
<tr>
<td>8</td>
<td>3.906e-03</td>
<td>6</td>
<td>6.0745e-06</td>
<td>4.8660e-05</td>
</tr>
<tr>
<td>9</td>
<td>1.953e-03</td>
<td>7</td>
<td>2.4260e-06</td>
<td>2.1289e-05</td>
</tr>
<tr>
<td>10</td>
<td>9.766e-04</td>
<td>7</td>
<td>9.6054e-07</td>
<td>8.7675e-06</td>
</tr>
<tr>
<td>11</td>
<td>4.883e-04</td>
<td>8</td>
<td>3.8240e-07</td>
<td>5.3085e-06</td>
</tr>
<tr>
<td>12</td>
<td>2.441e-04</td>
<td>9</td>
<td>1.5166e-07</td>
<td>1.6800e-06</td>
</tr>
<tr>
<td>13</td>
<td>1.221e-04</td>
<td>9</td>
<td>6.0242e-08</td>
<td>8.1111e-07</td>
</tr>
<tr>
<td>14</td>
<td>6.104e-05</td>
<td>10</td>
<td>2.3895e-08</td>
<td>2.1525e-07</td>
</tr>
<tr>
<td>15</td>
<td>3.052e-05</td>
<td>11</td>
<td>9.4841e-09</td>
<td>1.2683e-07</td>
</tr>
</tbody>
</table>

Figure 4: Results corresponding to Example 6.1
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