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## Abstract

Operational weather centres around the world make use of data assimilation in order to combine observations with a forecast model to produce an estimate of the state of the atmosphere. The accuracy of this estimate is dependent upon a prior ('background') estimate of the atmospheric state.

The background state will always be subject to errors and these errors are specified using the Background Error Covariance Matrix, denoted by B. This matrix is almost impossible to model explicitly, so an approximation may be formed using a Control Variable Transform (CVT). The CVT uses a combination of parameter and spatial transforms in order to construct this approximation to the $\mathbf{B}$ matrix.

A number of investigations are performed on the spatial transform used in two operational centres. A two-dimensional version of the spatial transform is constructed using a combination of eigendecompositions and Discrete Fourier Transforms, using data supplied by the Met Office from an operational weather forecast model. This data consists of a set of forecast-differences on a single latitude ring.

It is shown that the correlations stored in the approximation are non-separable for both operational centres. The different ways of constructing the spatial transform are also shown to have an effect on the dominant vertical modes. Finally, a more physical reasoning of the outer product used in constructing the spatial transform is shown to have an effect on the power spectrum of the higher vertical levels.
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## Chapter 1

## Introduction

The aim of Numerical Weather Prediction (NWP) is to provide a best estimate of the true state of the atmosphere that is as accurate as possible. This estimate of the true state, referred to as the model state, can then be used in a forecast model in order to predict the future state of the atmosphere. An accurate prediction of the future state allows accurate weather forecasts to be made by NWP operational centres, such as the Met Office and the European Centre for Medium Range Weather Forecasts (ECMWF).

### 1.1 Motivation

The use of a forecast model to produce a future model state can be seen as an initial value problem (Kalnay (2003)) and as a result requires a set of initial conditions in order to find a solution. Observations of the atmospheric state can be used in order to provide these initial conditions, but often the number of observations available is not enough to provide a true representation of the whole atmosphere (Ide et al. (1997)). This results in an ill-posed problem (Bouttier and Courtier (1999)).

In order to ensure that the problem becomes well-posed the missing information in the initial conditions is provided by a prior estimate of the model state, which is commonly referred to as the background or first-guess state (Bouttier and Courtier (1999)). This background state is generally produced through a previous run of the
forecast model (Ingleby (2001), Bannister (2008a)).
The technique of combining information from observations with information that is produced from an earlier application of the forecast model is known as Data Assimilation. By using the forecast model in conjunction with the observations of the system it is possible to produce an analysis (which represents the best estimate) of the atmospheric state (Rabier (2005)). By performing data assimilation it is hoped that the analyses produced from the process will model the true state of the atmosphere as accurately as possible. There are always errors to account for in any numerical system, which need to be compensated for in the data assimilation process (Bannister (2008a)).

The background errors are modelled using a probability density function (PDF) which is normally assumed to be a Gaussian distribution with zero mean and covariance given by the Background Error Covariance Matrix, denoted by B. This assumption of a Gaussian distribution allows the data assimilation problem to be defined in terms of terms of a quadratic equation (Lorenc et al. (2000)). The $\mathbf{B}$ matrix is impossible to specify explicitly (see Section 4 of Bannister (2008a)) so instead an approximation is constructed which models the statistical properties of the covariances (Lorenc (1986)). This approximation is the implied $\mathbf{B}$ matrix, denoted $\mathbf{B}^{i m p}$.

There are a variety of methods that may been used in order to construct this approximation, some of which are discussed by Fisher (2003). The method that is of most relevance to this project is that of the Control Variable Transform (CVT). This method looks to transform the model variables which make up the model state into new 'control variables' through the use of a combination of parameter and spatial transforms (Bannister (2008b), Lorenc et al. (2000), Derber and Bouttier (1999)). The B matrix that results from the CVT method is designed such that it is computationally efficient and compact.

The $\mathbf{B}$ matrix has a key role in the data assimilation process, making an accurate representation extremely important. Details of the role that $\mathbf{B}$ has in the data assimilation process can be found in Section 3 of Bannister (2008a) and is covered in Chapter 2 of this project.

### 1.2 Aims of the Project

The aims of this project are to construct simplified models of the Met Office and ECMWF spatial control variable transforms, which will then be used to investigate the resulting $\mathbf{B}^{i m p}$ matrix, aiming to solve the following questions:

1. What are the statistical and physical properties resulting from the Met Office and ECMWF spatial transforms?
2. What benefit does the ECMWF gain from the increased amount of data required to perform the spatial transform?
3. How important is dynamical and physical reasoning in constructing the vertical transforms used in the spatial transforms?

### 1.3 Main Results

The main results shown by this project are

1. The resulting covariances in the $\mathbf{B}^{i m p}$ matrix resulting from both the Met Office and ECMWF spatial transforms are spatially homogeneous in the horizontal direction.
2. The correlation functions resulting from the spatial transforms are non-separable. Both the horizontal and vertical length scales increase with respect to vertical level, seen by observing the correlation between levels for a selection of vertical levels.
3. The higher magnitude in the leading vertical modes for the Met Office spatial transform is spread throughout the lower vertical levels in the ECMWF spatial transform.
4. The implementation of a mass-weighted outer product adds physical and dynamical reasoning into the spatial transform. No impact on the resulting implied B
matrix was seen, but an improvement in the power spectrum was noted for higher vertical modes.

### 1.4 Outline of Thesis

In Chapter 2 a description of Data Assimilation is given, focusing on three-dimensional variational assimilation (3D-Var). The Background Error Covariance Matrix is introduced, describing the role it has within data assimilation and why it is important. The structure of $\mathbf{B}$ is also described and some mathematical properties are presented. The Chapter also details different ways in which the $\mathbf{B}$ matrix is modelled. Particular focus given to the CVT method, since it is this method that is most relevant to the work done in the project.

Chapter 3 details the Met Office and ECMWF spatial transforms. In doing so the vertical and horizontal transforms are described in a way that is not specific to either operational centre. The main differences between the two implementations can then be seen, since the two centres construct the spatial transforms in different ways. The Chapter also introduces the 'delta' test and a method of incorporating dynamical and physical reasoning into the spatial transform.

In Chapter 4 a number of experiments are conducted in order to answer the main questions set out in Section 1.2. Conclusions are made in Chapter 5 and the possibilities of further work are also explored.

## Chapter 2

## Data Assimilation and the Control Variable Transform

This chapter introduces the background material for this project. The concept of the Data Assimilation will be introduced, firstly in the general sense before focusing on the problem in terms of three-dimensional variational assimilation (3D-Var).

The chapter will then discuss the Background Error Covariance Matrix, which is the main focus of the project. Analysis of the structure of the Background Error Covariance Matrix will be performed, along with how it is modelled. The importance of it to the Data Assimilation process will also be discussed. The section ends with a discussion on how the Background Error Covariance Matrix can be decomposed into a form which will be of use in the project.

The final section of this chapter will outline the Control Variable Transform (CVT) method. The way in which it is introduced into the 3D-Var method will be discussed along with details on how it is performed in operational centres. The section will also discuss some of the assumptions that are made as a result of implementing the CVT.

### 2.1 Data Assimilation

### 2.1.1 What is Data Assimilation?

Data assimilation is a technique used in order to estimate as accurately as possible the 'true' state of a system. Through the use of a forecast model, the evolution of the system is through time is estimated, with the resulting state referred to as the model state. Observations of the model variables can be assimilated into the forecast model in order to improve the model state. The objective of Data Assimilation is to produce a model state that is as close to the 'true' state as possible, i.e. one that describes the observed reality in the optimum way. This is referred to as the analysis.

In terms of Numerical Weather Prediction (NWP), which is the context of this project, the technique is used to model the state of the atmosphere at a given time. The observations in this case are measurements of the atmosphere. These may be of certain variables that make up the atmospheric state, such as temperature or wind. These observations can also be collected in a variety of ways, such as radiosondes or orbiting satellites. Further information is provided by Daley (1991).

The model state vector is denoted $\mathbf{x}_{k} \in \mathbb{R}^{n}$, where $n$ is the number of variables multiplied by the number of grid-points in the field being modelled. The subscript $k$ indicates the time index for the vector. The 'true' state of the system is denoted by the vector $\mathbf{x}_{t, k} \in \mathbb{R}^{n}$.

Given a model state vector from a previous time $\mathbf{x}_{k-1}$ and a forecast model $F$, the model state valid at the current time $\mathbf{x}_{k}$ is

$$
\begin{equation*}
\mathbf{x}_{k}=F\left(\mathbf{x}_{k-1}\right)+\epsilon_{F}, \tag{2.1}
\end{equation*}
$$

where $\epsilon_{F}$ denotes the error present in the forecast model. For the purposes of this project it will be assumed that the forecast model is perfect and hence contains no model error. This assumption of no model error is seen in many pieces of work on the subject (see Courtier et al. (1994), Courtier et al. (1998) for examples), but there is a large amount of literature detailing the case where model error is present (see Bouttier (1994), Lorenc (2003b), Ide et al. (1997) for examples). The aim of the data assimilation process is to
produce an analysis, denoted by $\mathbf{x}_{a, k} \in \mathbb{R}^{n}$ which represents the best estimate of the system.

The observations of $\mathbf{x}_{t, k}$ valid at the current time are denoted by the vector $\mathbf{y}_{k} \in$ $\mathbb{R}^{p}$, where $p$ is the total number of observations made. Typically $p \ll n$, since fully observing the atmosphere is an almost impossible task (Bouttier and Courtier (1999), Ide et al. (1997)). The observations can be related to the model state through use of the observation operator $H$. $H$ maps $\mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ and could be either linear or non-linear. This can be written as

$$
\begin{equation*}
\mathbf{y}_{k}=H\left(\mathbf{x}_{t, k}\right)+\epsilon_{y, k}, \quad \epsilon_{y, k} \sim N(0, \mathbf{R}) \tag{2.2}
\end{equation*}
$$

$\epsilon_{y, k}$ represents the error in equation (2.2). This error could arise from the instruments used to make the observations, from the observation operator or through observation noise (Ide et al. (1997)). The observation error covariance matrix, $\mathbf{R} \in \mathbb{R}^{p \times p}$, stores the covariances of the observation errors. It is normally assumed that errors between observations are uncorrelated (Purser et al. (2003a)) and this assumption reduces $\mathbf{R}$ to a diagonal matrix, where the diagonal entries store the variances of the observations.

Since the length of the observation vector is generally smaller than the length of the model state vector, the initial conditions required for the forecast model need additional information in order for the problem to be well-posed (Bouttier and Courtier (1999)). This missing information provided by a prior estimate of the model state and is commonly referred to as the 'background' state and is denoted $\mathbf{x}_{b} \in \mathbb{R}^{n}$. This background state is assimilated with the observation information to produce the required initial conditions.

The background state will also contain errors, and these errors are generally assumed to be taken from a Gaussian distribution with zero mean and covariance B. These errors, $\epsilon_{b, k}$, can be defined by

$$
\begin{equation*}
\mathbf{x}_{t, k}=\mathbf{x}_{b, k}+\epsilon_{b, k} . \quad \epsilon_{b, k} \sim N(0, \mathbf{B}) \tag{2.3}
\end{equation*}
$$

$\mathbf{B}$ is the background error covariance matrix and stores the covariances between the elements of $\mathbf{x}_{b}$. A detailed description of $\mathbf{B}$ is given in Section 2.2. The assumption of
a Gaussian distribution for the background and observation errors is made in order to ensure that, provided the observation operator $H$ can be suitably linearised (Bouttier and Courtier (1999)), the calculation of the analysis can be performed through the use of a quadratic equation (Lorenc et al. (2000)).

### 2.1.2 Variational Data Assimilation

There are a number of data assimilation techniques that can be used to produce an analysis. Many operational centres around the world make use of Variational Data Assimilation (Var), as described by Rabier (2005). In Var the analysis is produced by minimising a cost function $J$ in terms of the state vector $\mathbf{x}$ (Lorenc et al. (2000)). The analysis is the value of $\mathbf{x}$ that minimises the cost function.

The cost function can be written in different ways dependent on the type of Var being used (see Bouttier and Courtier (1999)), but for the case of 3D-Var (Lorenc et al. (2000), Courtier et al. (1998)) $J$ is presented in equation (2.4) as

$$
\begin{equation*}
J(\mathbf{x})=\frac{1}{2}\left(\mathbf{x}-\mathbf{x}_{b}\right)^{T} \mathbf{B}^{-1}\left(\mathbf{x}-\mathbf{x}_{b}\right)+\frac{1}{2}(\mathbf{y}-H[\mathbf{x}])^{T} \mathbf{R}^{-1}(\mathbf{y}-H[\mathbf{x}]) . \tag{2.4}
\end{equation*}
$$

In this definition of the cost function the subscript $k$ denoting the time index has been dropped.

The cost function consists of two distinct terms, which can be defined as the background and observation term respectively. It is a measure of the distance between the state vector and the background/observations, depending upon which term is considered (Derber and Bouttier (1999)).

The Data Assimilation process can be repeated over a number of time windows in order to produce a series of analyses. Figure 2.1.2 gives a visual representation of how this is achieved. Here the time axis is divided into a number of time windows. The solid green line in the figure represents the true state $\mathbf{x}_{t}$ that the process looks to estimate as closely as possible. The red pluses represent the observations in the vector $\mathbf{y}$. The solid blue line represents the model state $\mathbf{x}$ at a given time. The dashed blue lines represent the trajectory the model state would take if the process was left running over the new time window.


Figure 2.1: An illustration of how the process of finding the analyses of a system can be used over a number of time windows. For further explanation see text.

When the minimum of the cost function is found at the end of an assimilation window, the value $\mathbf{x}_{a}$ that is calculated becomes the starting point for the next assimilation window. By doing this, a more accurate estimate of the model state should occur as the process is repeated. The background state is taken to be the result of the forecast model at the end of the assimilation window. The observations for a given assimilation window are taken to be valid at the the same point as the background state for that window. Observations outside of the given assimilation window are not considered in this step.

### 2.1.3 Finding the Solution to the Cost Function

The objective of 3D-Var is to find the point at which the cost function in equation (2.4) is minimised. This point is the analysis and occurs when $\mathbf{x}=\mathbf{x}_{a}$. This point can be found by using gradient descent such as the Conjugate Gradient Method or the Method of Steepest Descent. Descriptions of the methods mentioned can be found in Iserles (2009). These methods, among others, look to find the minimum of the cost function by the use of iterative methods.

The minimum of the cost function is obtained when the gradient of the cost function, $\nabla J(\mathbf{x})=0$ (Bouttier and Courtier (1999)). Using the assumption that $H$ can be
linearised about $\mathbf{x}_{b}$ such that $H(\mathbf{x})-H\left(\mathbf{x}_{b}\right)=\mathbf{H}\left(\mathbf{x}-\mathbf{x}_{b}\right)$ (Courtier et al. (1994)), where $\mathbf{H}$ denotes the linear observation operator, the gradient is given by

$$
\begin{equation*}
\nabla J(\mathbf{x})=\mathbf{B}^{-1}\left(\mathbf{x}-\mathbf{x}_{b}\right)-\mathbf{H}^{T} \mathbf{R}^{-1}\left(\mathbf{y}-H\left[\mathbf{x}_{b}\right]\right) . \tag{2.5}
\end{equation*}
$$

For the case where the observation operator $H$ is a linear operator, then the solution to minimising equation (2.4) can be shown to be equivalent to the solution of best Linear Unbiased Estimator (BLUE) problem (Kalnay (2003)), given by

$$
\begin{equation*}
\mathbf{x}_{a}-\mathbf{x}_{b}=\mathbf{B H}^{T}\left(\mathbf{R}+\mathbf{H B H}^{T}\right)^{-1}\left(\mathbf{y}-H\left[\mathbf{x}_{b}\right]\right) . \tag{2.6}
\end{equation*}
$$

The term on the left-hand side of equation (2.6) is defined as the analysis increment.
In terms of this project, the focus will be on the background term. As a result the observation term will not be expanded on further.

### 2.2 The Background Error Covariance Matrix

### 2.2.1 Definition

As mentioned in Section 2.1, errors will appear in the system at each stage of the data assimilation process. There is therefore a need for some way of keeping track of these errors in the data assimilation process. The errors in the background state (with the time index $k$ removed) were denoted by $\epsilon_{b}$ in equation (2.3). The $\mathbf{B}$ matrix is constructed using these background errors, where

$$
\begin{equation*}
\mathbf{B}=\left\langle\left(\epsilon_{b}-\left\langle\epsilon_{b}\right\rangle\right)\left(\epsilon_{b}-\left\langle\epsilon_{b}\right\rangle\right)^{T}\right\rangle . \tag{2.7}
\end{equation*}
$$

The angled brackets ( $\langle\rangle$.$) in equation (2.7) represent mathematical expectation, such$ that the outer product of the $N$ background errors $\epsilon_{b, n}$ are averaged using

$$
\begin{equation*}
\left\langle\epsilon_{b, n}\right\rangle=\frac{1}{N} \sum_{n=1}^{N} \epsilon_{b, n} . \tag{2.8}
\end{equation*}
$$

This is a biased estimate of the average (Hoel (1984)), since equation (2.8) contains a division by $N$. For this to be an unbiased estimate the division would be $(N-1)$, but a
biased estimate is applicable here since $N$ is suitably large. It should also be noted here that this is the mathematical expectation for a finite sample of errors, which will result in an approximation to the $\mathbf{B}$ matrix.

In most operational centres equation (2.7) is simplified by assuming that that background errors are unbiased (i.e. $\left.\left\langle\epsilon_{b}\right\rangle=0\right)$ (Bannister (2008a), Lorenc (2003a)), which reduces the equation for the $\mathbf{B}$ matrix to

$$
\begin{equation*}
\mathbf{B}=\left\langle\epsilon_{b} \epsilon_{b}^{T}\right\rangle . \tag{2.9}
\end{equation*}
$$

This demonstrates that for the unbiased case the $\mathbf{B}$ matrix is formed by taking the outer product (Anton and Rorres (2000)) on $\mathbb{R}^{n}$ of the background error vectors. By using this outer product definition the resulting $\mathbf{B}$ matrix will have important properties.

### 2.2.2 Properties of the $B$ Matrix

The $\mathbf{B}$ matrix formed using equation (2.9) will be both square and symmetric with nonnegative entries on the diagonal. This follows from the definition of the outer product and is also discussed in Section 6.1 of Anton and Rorres (2000). This is the case for all covariance matrices, not just those related to background error (Gaspari and Cohn (1999)). This property will be of relevance when discussing eigenvalues and eigenvectors in Section 2.2.7.
$\mathbf{B}$ is a positive semi-definite matrix since for any vector $\mathbf{v} \in \mathbb{R}^{n}$ (Hohn (1973)),

$$
\begin{align*}
\mathbf{v}^{T} \mathbf{B} \mathbf{v} & \geq 0  \tag{2.10}\\
\sum_{i=1}^{n} \sum_{j=1}^{n} \mathbf{v}_{(j)}^{2} \mathbf{B}_{(i, j)} & \geq 0 \tag{2.11}
\end{align*}
$$

### 2.2.3 Difficulties with Constructing the B Matrix

## The 'True' State

Perhaps the most important problem with constructing the $\mathbf{B}$ matrix using $\epsilon_{b}$ is that the definition of $\epsilon_{b}$ in equation (2.3) is reliant on the vector $\mathbf{x}_{t}$ (Bannister (2008a)). This
is problematic, since if the true state was known then the process of trying to estimate the truth would not be needed.

## Number of Errors Required

By constructing $\mathbf{B}$ in the manner described in equation (2.9), the errors represented in the background of the system are modelled effectively. Unfortunately, due to the large length of the state vector, actually creating this matrix is infeasible. In most operational centres $n \sim O\left(10^{7}-10^{8}\right)$ (Courtier (1997), Lorenc (2003a)). In order to ensure that $\mathbf{B}$ is of full rank, it is necessary to have at least $n$ independent errors. In practice however the number of errors available $\mathbf{B}$ is likely to be much less than $n$. The effects of using a $\mathbf{B}$ matrix that is not of full rank are highlighted in the paper by Hamill et al. (2000).

### 2.2.4 Methods of Constructing the B Matrix

The lack of the 'true' state can be overcome through various methods, some of which are discussed by Fisher (2003) and Bannister (2008a). These can be divided into different classes of method, two of which are discussed here.

## Using Surrogates of Background Error

One such method of constructing the $\mathbf{B}$ matrix involves using a surrogate of the background error in place of the true values. A popular method of doing this is the 'NMC' method, named after the National Meteorological Centre (Fisher (2003), Parrish and Derber (1992)), although other methods do exist.

The NMC method uses differences between runs of the forecast model to construct the surrogates of the background error. These forecasts will be of different length, with a typical difference of 24 hours (Fisher (2003)), but the forecasts are chosen so that they finish at the same time. The difference between the two forecasts form the background errors used to construct B (Bannister (2008a).

The main advantage of the NMC method is that the forecast data required to calculate the differences is readily available in operational archives (Fisher (2003)). This
removes the computational expense required to perform the required number of forecast runs.

The NMC method does have disadvantages, which are discussed by Fisher (2003), Parrish and Derber (1992) and Bannister (2008a). These include discrepancies between the length of forecasts used in the method and difficulties encountered in poorly observed areas. This has an impact on the covariances produced by the method.

## Modelling the B Matrix

An alternative method of constructing the $\mathbf{B}$ matrix involves modelling the covariance matrix using a scientific approximation. This approximation is constructed using key assumptions of the nature of the background errors. One of these methods, the Control Variable Transform (CVT) is of interest for the scope of this project and is discussed in Section 2.3.

### 2.2.5 Structure of the $B$ matrix

In order to demonstrate the structure of $\mathbf{B}$, consider the case where $\mathbf{x}$ is made up from only three variables, denoted $V_{1}, V_{2}$ and $V_{3}$. These three variables are measured on a two-dimensional grid with 96 grid-points in the horizontal plane and 70 grid-points in the vertical plane. The length of $\mathbf{x}$ is therefore $70 \times 96 \times 3=20,160$ elements and $\mathbf{B}$ is a $(20,160 \times 20,160)$ matrix with structure as shown in Figure 2.2.

As can be seen from Figure 2.2, B can be divided into a series of blocks, with each block representing a $(6,720 \times 6,720)$ matrix. The shaded cells running along the diagonal of $\mathbf{B}$ represent the variances of the variables at the various grid-points. For a given row $i$ and column $j$ the element $B_{(i, j)}$ represents the covariance at elements $i$ and $j$. Relating this to equation (2.9), it can be seen that

$$
\begin{equation*}
B_{(i, j)}=\left\langle\epsilon_{b, i} \epsilon_{b, j}\right\rangle \tag{2.12}
\end{equation*}
$$

where $\epsilon_{b, i}$ and $\epsilon_{b, i}$ are the $i$ th and $j$ th components of background error vectors respectively.


Figure 2.2: Example showing the structure of $\mathbf{B}$ in the case where $\mathbf{x}$ is prescribed from three variables on a two-dimensional grid. See text for more information.

Further definition of these covariances can also be made, relating to the sub-matrix being considered. For element $B_{(i, j)}, i \neq j$, relating to the same variable, the element is an autocovariance (The hatched areas in Figure 2.2). For the case when $i=j$ the matrix entry is a variance as described above. The sub-matrices not on the blockdiagonal represent cross-covariances or multivariate covariances, since they describe the covariance between two different variables (Bannister (2008a)).

### 2.2.6 The Role of B in Data Assimilation

The $\mathbf{B}$ matrix has an extremely important role in the data assimilation process. Some of the more important features of $\mathbf{B}$ are discussed in detail by Bannister (2008a) and are highlighted here to establish the need for a well-realised $\mathbf{B}$ matrix. If the $\mathbf{B}$ matrix does not represent the background error covariances well then it can have a detrimental impact on the resulting analysis.

## 1. Spreading of Observation Information

The first such property is that the $\mathbf{B}$ matrix allows information from the observations to be spread from their position in grid point space to nearby points (Kalnay (2003), Bannister (2008a)). In order to demonstrate this property it is simpler to examine the
analysis increment resulting from the use of the BLUE as described in equation (2.6).
If a single observation is considered for this case, at grid point $c$ for example, then it is clear that both $\mathbf{y}$ and $\mathbf{R}$ are reduced to scalar quantities denoted $y_{o}$ and $\sigma_{o}^{2}$ respectively. The observation operator $\mathbf{H}$ will in this case represent a vector of length $n$. In this case $\mathbf{H}$ can be written as

$$
\mathbf{H}=\left\{\begin{array}{ll}
1, & \text { if } i=c,  \tag{2.13}\\
0 . & \text { otherwise } .
\end{array} \quad i=1, \ldots, n\right.
$$

By applying this $\mathbf{H}$ to the formula given in equation (2.6), the spreading of information can be demonstrated. The analysis increment at a position $d, d \neq c$, is given by

$$
\begin{equation*}
x_{a, d}-x_{b, d}=\mathbf{B}_{(d, c)} \frac{y_{o}-x_{b, c}}{\sigma_{o}^{2}+\mathbf{B}_{(c, c)}} . \tag{2.14}
\end{equation*}
$$

Here $x_{b, d}$ and $x_{b, c}$ are the values at positions $d$ and $c$ respectively of $\mathbf{x}_{b}$. $\mathbf{B}_{(d, c)}$ and $\mathbf{B}_{(c, c)}$ are the entries of $\mathbf{B}$ at the respective positions. It is seen that information from the observed point has an effect on the other points, with the observation information weighted by the entry of $\mathbf{B}$ at point $d$.

The distance in which the observation information is spread is determined by the lengthscales of the correlations in $\mathbf{B}$, which depends on the magnitude of the entries (Bannister (2008a)). This can be seen by performing single-observation experiments, such as those described in this subsection. It will also been seen in the application of the 'delta' test, introduced in Section 3.4, which produces some of the results presented in Chapter 4.

The spreading of information is not limited to the univariate case, as the $\mathbf{B}$ matrix also allows for multivariate spreading (Bannister (2008a)). For example, this allows for observations of wind to affect other variables such as mass (Fisher (2003)). For this project only the univariate case in considered and this multivariate spreading will not be observed.

## 2. Weighting of Points co-located with Observations

It is also possible to show that the variances at grid-points that are co-located with observations are weighted by $\mathbf{B}$, by examining equation (2.14) for the case in which the point $d=c$. In this case equation (2.6) can be rewritten as

$$
\begin{equation*}
x_{a, c}=\frac{\mathbf{B}_{(c, c)} y_{o}+\sigma_{o}^{2} x_{b, c}}{\sigma_{o}^{2}+\mathbf{B}_{(c, c)}} \tag{2.15}
\end{equation*}
$$

From here it can be seen that if $\mathbf{B}_{(c, c)} \ll \sigma_{o}^{2}$ then the analysis $x_{a, c}$ tends to $x_{b, c}$. If the opposite is true and $\sigma_{o}^{2} \ll \mathbf{B}_{(c, c)}$ then $x_{a, c}$ tends to $y_{o}$.

### 2.2.7 Eigendecompositions

One method of constructing the $\mathbf{B}$ matrix takes advantage of the way in which covariance matrices can be decomposed. It is possible to write $\mathbf{B}$ as a combination of matrices. There are a number of ways in which to perform a decomposition of $\mathbf{B}$, some of which are covered by Bannister (2008a), but one that is of particular relevance to this project is the eigendecomposition (Lewis et al. (2006)).

It is possible to write $\mathbf{B}$ in terms of its eigenrepresentation

$$
\begin{equation*}
\mathbf{B}=\mathbf{E} \Lambda \mathbf{E}^{T} \tag{2.16}
\end{equation*}
$$

The matrix $\mathbf{E} \in \mathbb{R}^{n \times n}$ in this representation is the matrix of eigenvectors, with a column of $\mathbf{E}$ representing a single eigenvector of $\mathbf{B}$. The matrix $\Lambda \in \mathbb{R}^{n \times n}$ is a diagonal matrix in which the eigenvalues of $\mathbf{B}$ occupy the diagonal entries.

Since we know that $\mathbf{B}$ is both square and symmetric then it is possible to choose the eigenvectors in $\mathbf{E}$ such that they form an mutually orthogonal basis (Anton and Rorres (2000)). Since $\mathbf{B}$ is positive semi-definite, it can be seen that the eigenvalues of $\mathbf{B}$ are both real-valued and non-negative (See Anton and Rorres (2000)). These eigenvalues will be strictly positive if the $\mathbf{B}$ matrix is of full rank.

Due to the size of $\mathbf{B}$, calculating all of the eigenvalues and eigenvectors would be an almost impossible task to perform (Parrish and Derber (1992)). The idea behind the eigendecomposition is one that can be used in other methods however, such as the control variable transform.

### 2.3 Control Variable Transforms

The method of constructing $\mathbf{B}$ that is of most interest in the scope of this project is that of using a Control Variable Transform (CVT). This is described in great detail by Bannister (2008b) and differences between operational centres are highlighted. Particular focus is given to both the Met Office and ECMWF (European Centre for MediumRange Weather Forecasting) transform implementation, which ties in with the aims of this project.

### 2.3.1 Formulating the Control Variable Transform

Constructing B explicitly is almost impossible, due to the reasons outlined in Section 2.2. The aim of the CVT is to express the model variables in terms of new control variables. This is done with the aim of simplifying the background term of the cost function (see equation (2.4)). In order to explain how this works it is easier to express the cost function in it's incremental form (see Courtier et al. (1994)).

The incremental form of 3D-Var replaces the model state $\mathbf{x}$ in equation (2.4) by an incremental quantity $\delta \mathbf{x} \in \mathbb{R}^{n}$. The model state increment is calculated from the model state $\mathbf{x}$ and a reference or 'guess' state $\mathbf{x}_{g} \in \mathbb{R}^{n}$ such that

$$
\begin{equation*}
\delta \mathbf{x}=\mathbf{x}-\mathbf{x}_{g} \tag{2.17}
\end{equation*}
$$

The background increment term is similarly defined as $\delta \mathbf{x}_{b} \in \mathbb{R}^{n}$, where

$$
\begin{equation*}
\delta \mathbf{x}_{b}=\mathbf{x}_{b}-\mathbf{x}_{g} \tag{2.18}
\end{equation*}
$$

Bannister (2008a) and Bouttier and Courtier (1999) note that the $\mathbf{x}_{g}$ is often taken to be equal to $\mathbf{x}_{b}$, resulting in a zero background increment. It is included here in order to show the relation between the two forms of 3D-Var.

In the incremental formulation the cost function is minimised with respect to $\delta \mathbf{x}$ using the revised cost function (notation as defined by Ide et al. (1997)) as
$J\left(\delta \mathbf{x}, \mathbf{x}_{g}\right)=\frac{1}{2}\left(\delta \mathbf{x}-\delta \mathbf{x}_{b}\right)^{T} \mathbf{B}^{-1}\left(\delta \mathbf{x}-\delta \mathbf{x}_{b}\right)+\frac{1}{2}\left\{\mathbf{y}-H\left(\mathbf{x}_{g}-\delta \mathbf{x}\right)\right\}^{T} \mathbf{R}^{-1}\left\{\mathbf{y}-H\left(\mathbf{x}_{g}-\delta \mathbf{x}\right)\right\}$.

The other terms $(\mathbf{B}, \mathbf{R}, \mathbf{y}$ and $H)$ in (2.19) are as defined in Section 2.1. The analysis that results from minimising the cost function is given by

$$
\begin{equation*}
\mathbf{x}_{a}=\mathbf{x}_{g}+\delta \mathbf{x} . \tag{2.20}
\end{equation*}
$$

The control variable transform is chosen such that the incremental variable $\delta \mathbf{x}$ is changed to the control variable $\chi \in \mathbb{R}^{m}$. $m$ does not have to equal $n$. $\chi$ and $\delta \mathbf{x}$ are related by the CVT operator $\mathbf{B}^{1 / 2} \in \mathbb{R}^{n \times m}$, using the expression

$$
\begin{equation*}
\delta \mathbf{x}=\mathbf{B}^{1 / 2} \chi . \tag{2.21}
\end{equation*}
$$

$\mathbf{B}^{1 / 2}$ is the square root of the Background Error Covariance Matrix such that

$$
\begin{equation*}
\mathbf{B}=\mathbf{B}^{1 / 2} \mathbf{B}^{T / 2} . \tag{2.22}
\end{equation*}
$$

There are a number of ways to specify the CVT operator and as a result $\mathbf{B}^{1 / 2}$ is not a unique square root. Chapter 3 details two different ways in which to model the CVT operator and the adjoint $\mathbf{B}^{T / 2}$.

It will also be necessary to use the pseudo-inverse of the CVT operator, where

$$
\begin{equation*}
\chi=\mathbf{B}^{-1 / 2} \delta \mathbf{x} . \tag{2.23}
\end{equation*}
$$

Note that this is defined as a pseudo-inverse since the matrix $\mathbf{B}^{1 / 2}$ is not a square matrix, so the conventional inverse will not exist. The pseudo-inverse is important as the variables need to be transformed from their incremental values into the new $\chi$ representation.

By noting that $\mathbf{B}$ can be written as in equation (2.23) and by defining $\chi_{b}=\mathbf{B}^{-1 / 2} \delta \mathbf{x}_{b}$, equation (2.21) can be substituted into equation (2.19) in order to express the cost function in terms of the control variables. This gives

$$
\begin{equation*}
J\left(\chi, \mathbf{x}_{g}\right)=\frac{1}{2}\left(\chi-\chi_{b}\right)^{T}\left(\chi-\chi_{b}\right)+\frac{1}{2}\left(\mathbf{y}-H\left(\mathbf{x}_{g}-\mathbf{B}^{1 / 2} \chi\right)\right)^{T} \mathbf{R}^{-1}\left(\mathbf{y}-H\left(\mathbf{x}_{g}-\mathbf{B}^{1 / 2} \chi\right)\right) . \tag{2.24}
\end{equation*}
$$

It is clear that applying the control variable transform in the form given by equation (2.21) simplifies the background term in the cost function of (2.19) significantly.

This highlights the effectiveness of performing the CVT, namely that the background error covariance matrix is mapped to the identity matrix. This makes the problem more feasible to solve by removing the need to invert the $\mathbf{B}$ matrix. Once this more feasible problem has been solved the control variables can be transformed back into model variable terms in order to provide the analysis for the problem, which is given by

$$
\begin{equation*}
\mathbf{x}_{a}=\mathbf{x}_{g}+\mathbf{B}^{1 / 2} \chi . \tag{2.25}
\end{equation*}
$$

The CVT as described works well if $\mathbf{B}$ can be split into its square root form, but as has been discussed in Section 2.2 the B matrix cannot be specified explicitly. Consequently it is not possible to express $\mathbf{B}^{1 / 2}$ either. In order to alleviate this problem it is possible to construct an approximation of $\mathbf{B}^{1 / 2}$ that models the $\mathbf{B}$ matrix. This approximation, denoted by $\mathbf{U} \in \mathbb{R}^{n \times m}$ as described in Lorenc et al. (2000), is used to construct the implied $\mathbf{B}$ matrix $\mathbf{B}^{i m p}$ such that

$$
\begin{equation*}
\mathbf{B}^{i m p}=\mathbf{U U}^{T} . \tag{2.26}
\end{equation*}
$$

The important task to perform when constructing the $\mathbf{U}$ matrix is to ensure that it captures the key properties that make up the $\mathbf{B}$ matrix itself. One of these properties is that $\mathbf{B}$ is symmetric and positive semi-definite. The $\mathbf{B}^{i m p}$ matrix that is calculated from equation (2.26) will retain these features.

The effect of applying the CVT can be seen as a method of preconditioning the variational problem (Lorenc et al. (2000), Lewis et al. (2006)). The B matrix is likely to have a large range of eigenvalues, making it ill-conditioned. By performing the CVT, it is hoped that the problem becomes better conditioned.

### 2.3.2 Construction of CVTs using Parameter and Spatial Transforms

Control Variable Transforms in major operating centres are normally constructed by using a combination of parameter and spatial transformations, denoted by $\mathbf{K}_{p} \in \mathbb{R}^{n \times m}$ and $\mathbf{B}_{s}^{1 / 2} \in \mathbb{R}^{m \times m}$ respectively. The matrix $\mathbf{U}$ can then be written as

$$
\begin{equation*}
\mathbf{U}=\mathbf{K}_{p} \mathbf{B}_{s}^{1 / 2} . \tag{2.27}
\end{equation*}
$$

The notation used here is that used by Bannister (2008b) and is also detailed by Derber and Bouttier (1999).

The exact structure of these transforms varies from operational centre to operational centre. The pseudo-inverse of this equation will also be required (making the assumption that the pseudo-inverses exist), following from equation (2.23) and is

$$
\begin{equation*}
\mathbf{U}^{-1}=\mathbf{B}_{s}^{-1 / 2} \mathbf{K}_{p}^{-1} . \tag{2.28}
\end{equation*}
$$

Discussion of the effect of the parameter and spatial transforms will be done in terms of their pseudo-inverse, since this is applied in order to transform from the incremental variables into the control variables via equation (2.23).

The pseudo-inverse of the parameter transform $\mathbf{K}_{p}^{-1}$ works by transforming incremental variables from a given grid-space into new variables (denoted by $\chi_{1}^{p}, \chi_{2}^{p}$ etc.) that operate on the same grid-space. These new variables are stored in the vector $\chi^{p} \in \mathbb{R}^{m}$ where

$$
\begin{equation*}
\delta \mathbf{x}=\mathbf{K}_{p}^{-1} \chi^{p} . \tag{2.29}
\end{equation*}
$$

The $\chi^{p}$ variables are chosen such that they are assumed to be uncorrelated in order to allow them to be examined univariately (Parrish and Derber (1992), Lorenc et al. (2000)).

The pesudo-inverse of the spatial transform $\mathbf{B}_{s}^{-1 / 2}$ transforms the $\chi^{p}$ variables into the control variables in $\chi$ using

$$
\begin{equation*}
\chi=\mathbf{B}_{s}^{-1 / 2} \chi^{p} . \tag{2.30}
\end{equation*}
$$

The spatial transform is used to remove any autocovariances between fields of a given parameter (Bannister (2008b)). This is illustrated in Figures 2.3 and 2.4.

Figure 2.3 shows the implied $\mathbf{B}$ matrix after the parameter transform has been applied in equation (2.29). The shaded segments represent areas where covariances between elements of the $\chi_{i}^{p}$ variables may exist. Each of the $\chi_{i}^{p}$ variables is itself a vector of length equal to the number of grid points. The white segments represent uncorrelated parameters and are therefore zero entries in the matrix. Although this


Figure 2.3: The implied B matrix after applying the parameter transform. See text for more information.


Figure 2.4: The implied B matrix after applying both the spatial and parameter transforms. See text for more information.
matrix is block diagonal, it is not yet in the form that is desired from performing the CVT.

Figure 2.4 shows the effect of applying both the spatial and parameter transforms. Each of the $\chi_{i}^{p}$ parameters is projected onto spatial modes via the spatial transform. These modes are then normalised by dividing by the standard deviation of that mode. As the different spatial modes are uncorrelated this causes the spatially transformed parameters to be uncorrelated and have unit variance. The resulting matrix is the identity matrix and fulfills the aim of the CVT discussed in Section 2.3.1.

The way in which the different operating centres perform the parameter and spatial transforms differ. This may be due to the order in which certain steps are performed or even which parameters are chosen in the parameter transform stage. In Chapter 3 the spatial transforms for the Met Office and the ECMWF are discussed in more detail.

### 2.3.3 Assumptions made when performing CVTs

At the various stages of performing a Control Variable Transform there are a number of assumptions that are made. These assumptions have important consequences for the resulting $\mathbf{B}^{i m p}$ matrix.

Possibly the most important assumption made in the CVT process are that the resulting horizontal correlation functions are homogeneous and isotropic (Buehner (2005)).

These assumptions are made as part of the spatial transform stage. Gaspari and Cohn (1999) and Hollingsworth and Lonnberg (1986) define these assumptions in detail, with further discussion given by Courtier et al. (1998). Since they are important features of the CVT and will have an impact on this project they are described here.

## Homogeneity

A correlation function $C_{1}(i, j)$ evaluated between two points $i, j \in \mathbb{R}^{n}$, can be expressed in terms of a function $f$ such that

$$
\begin{equation*}
C_{1}(i, j)=f(i-j) . \tag{2.31}
\end{equation*}
$$

If the correlations are spatially homogeneous then for the points $l, m \in \mathbb{R}^{n}$, where the vector difference $l-m=i-j$,

$$
\begin{equation*}
C_{1}(i, j)=C_{1}(l, m) \tag{2.32}
\end{equation*}
$$

holds. Figure 2.5 shows an example of a homogeneous correlation function as described by equation (2.32).


Figure 2.5: An example of a homogeneous correlation function.

## Isotropy

Following from the example of a homogeneous correlation function given in equation (2.32), $C_{1}$ is spatially isotropic if the vector length $|i-j|=|l-m|$ and

$$
\begin{equation*}
C_{1}(i, j)=C_{1}(l, m) \tag{2.33}
\end{equation*}
$$



Figure 2.6: An example of an isotropic correlation function.
holds. An example of an isotropic correlation function is given in Figure 2.6.
This assumption of homogeneity and isotropy in the horizontal correlations is not an accurate assumption to apply in reality, since it can be shown that correlations are indeed inhomogeneous and anisotropic. Otte et al. (2001) discusses the limitations of applying isotropic error structures around observations. There has been a large amount of work into relaxing these assumptions through the use of various techniques. These techniques include the use of recursive filters (see Purser et al. (2003b) and Wu et al. (2002)), wavelet formulations (Fisher (2003)) and distorted grids (Segers et al. (2005), Desroziers (1997)).

### 2.4 Summary

In this chapter some of the fundamental techniques and ideas that form key elements of this project have been introduced. These ideas and techniques are described by drawing from the considerable literature that exists on this topic.

The chapter began by introducing the concept of data assimilation, defining the notation involved before focusing on the variational method 3D-Var. The $\mathbf{B}$ matrix was discussed in more detail, with the structure explained using a simple example. Problems arise with constructing $\mathbf{B}$ explicitly using background errors in that the 'true' state of the system is unknown. B is also reliant on an extremely large number of background errors in order to ensure that it is of full rank.

B has an important role in the data assimilation process. It defines how the infor-
mation from observations of the system is spread to nearby points and also how the observation information is weighted at the grid-point location of the observation. The B matrix also allows for multivariate spreading, where observations of one variable have an impact upon other variables.

The problems with constructing $\mathbf{B}$ explicitly lead to a need to construct it an approximation that contains the properties of $\mathbf{B}$. This can be done using surrogates of the background error (using methods such as the NMC method) or by constructing a scientific approximation using assumptions of the nature of the background errors. An example of this method is the CVT.

The CVT process of constructing an approximation to $\mathbf{B}$ involves using a combination of parameter and spatial transforms. In doing this the background term in the 3D-Var cost function is simplified, mapping the resulting implied $\mathbf{B}$ matrix to the identity matrix. These transforms make assumptions which produce homogeneous and isotropic correlation functions. These terms are of interest in the results produced in Chapter 4.

## Chapter 3

## The Met Office and ECMWF Spatial Transform

In this chapter the methodology involved in performing the spatial transform stage of the CVT for two operational centres is presented. The methods described relate to the Met Office (Section 3.2) and ECMWF (Section 3.3) definitions of the spatial transforms, which are described in Bannister (2008b). In both of the methods presented in this chapter the data is prescribed on a two-dimensional grid of $J$ horizontal grid-points over $I$ vertical levels.

Some general concepts relating to the spatial transform are first introduced. These include the a recap of the aims of the CVT and the use of a calibration step in the spatial transforms. The form of the implied $\mathbf{B}$ matrix is described, linking this to the two methods that are to be used in this project.

The chapter then describes the two methods, beginning with the Met Office spatial transform before outlining the ECMWF spatial transform. The calibration steps required for each centre are detailed, before the algorithm for performing the spatial transform is presented. In presenting the methodology for both operational centres important differences between the two centres are highlighted.

The 'delta' test is then described, which is a simplified version of a single observation test. Details on how the test is performed and the role it has within the project are given.

Finally, an alternative outer product definition of the vertical transform is presented that looks to incorporate physical and dynamical reasoning into the spatial transform that is otherwise not present.

### 3.1 General Concepts

### 3.1.1 Aims of the CVT

The CVT, which is introduced in Section 2.3, transforms model variables into a new set of control variables. These control variables form a representation that diagonalises the resulting implied Background Error Covariance Matrix, denoted by $\mathbf{B}^{i m p} \in \mathbb{R}^{I J \times I J}$. The variable $I$ denotes the number of vertical levels, with $J$ denoting the number of horizontal grid-points. The aim is to construct a matrix U (Lorenc et al. (2000)) which acts as a square root of $\mathbf{B}^{i m p}$ such that

$$
\begin{equation*}
\mathbf{B}^{i m p}=\mathbf{U} \mathbf{U}^{T} \tag{3.1}
\end{equation*}
$$

The size of $\mathbf{U}$ is chosen such that the matrix product described in equation (3.1) results in the correct dimensions of $\mathbf{B}^{i m p}$. $\mathbf{U}$ does not therefore need to defined as a square matrix, nor does it have to be invertible (Derber and Bouttier (1999)). Note that in the ECMWF documentation (see Derber and Bouttier (1999), Fisher and Courtier (1995)) this $\mathbf{U}$ matrix is commonly referred to as $\mathbf{L}$.

At the Met Office and ECMWF the spatial part of the $\mathbf{U}$ matrix is made up of a combination of vertical and horizontal transformations, denoted by $\mathbf{U}_{V}$ and $\mathbf{U}_{H}$ respectively. The ways in which these transformations are constructed depends upon the individual operational centre, as does the order in which they are applied.

### 3.1.2 Calibration

The Met Office and ECMWF spatial transforms both incorporate a calibration stage. The calibration steps are different for the Met Office and ECMWF and are discussed in Sections 3.2 and 3.3, respectively. The calibration stage is performed before the $\mathbf{U}$
matrix is constructed using the vertical and horizontal transforms and involves the use of training data (Section 5 of Bannister (2008b)). This training data is used to produce some of the information that will be required in the course of calculating the vertical and horizontal transforms.

For the purposes of this project the univariate case is considered, with data supplied for a single control variable. This training data has been supplied by the Met Office (see Chapter 4 for details of this data) and has already been transformed using the parameter transform described in Section 2.3. The variable being considered is the streamfunction $(\psi)$.

## The Streamfunction

The streamfunction measures non-divergent flow upon a two-dimensional field (Glickman (2000)). It can be related to the coordinate velocities $u$ and $v$ of the flow in the Cartesian ( $x, y$ ) plane by the following equations

$$
\begin{align*}
u & =-\frac{\partial \psi}{\partial y},  \tag{3.2}\\
v & =\frac{\partial \psi}{\partial x} . \tag{3.3}
\end{align*}
$$

## Storing the Streamfunction Data

Let $\mathbf{D}$ denote the tensor storing the samples of streamfunction data. If the data is prescribed on a two-dimensional grid of $J$ horizontal grid-points, $I$ vertical levels and there are $S$ samples of data in total, then $\mathbf{D} \in \mathbb{R}^{I \times J \times S}$. Individual element $\mathbf{D}_{(i, j, s)}$, corresponding to row $i$, column $j$ of sample $s$, is given by

$$
\left.\begin{array}{rl}
i & =1, \ldots, I, \\
\mathbf{D}_{(i, j, s)}, & j  \tag{3.4}\\
& =1, \ldots, J, \\
& s
\end{array}\right)
$$

Using $\mathbf{D}$, the vertical covariance matrix $\mathbf{D}^{c o v} \in \mathbb{R}^{I \times I}$ is calculated. Let $\mathbf{d}_{j, s} \in \mathbb{R}^{I}$ denote the vertical profile of $\mathbf{D}$ corresponding to horizontal grid-point $j$ of sample $s$.

Individual entries of $\mathbf{d}_{j, s}$ are denoted by $\mathbf{d}_{j, s(i)}$ and are given by

$$
\begin{equation*}
\mathbf{d}_{j, s(i)}=D_{(i, j, s)}, \quad i=1, \ldots, I \tag{3.5}
\end{equation*}
$$

$\mathbf{D}^{c o v}$ is calculated using the vectors $\mathbf{d}_{j, s}$ such that

$$
\begin{equation*}
\mathbf{D}^{\operatorname{cov}}=\frac{1}{J S} \sum_{s=1}^{S} \sum_{j=1}^{J}\left(\left(\mathbf{d}_{j, s}-\left\langle\mathbf{d}_{j, s}\right\rangle\right)\left(\mathbf{d}_{j, s}-\left\langle\mathbf{d}_{j, s}\right\rangle\right)^{T}\right) \tag{3.6}
\end{equation*}
$$

where $\left\langle\mathbf{d}_{j, s}\right\rangle$ is the expected value of the vector $\mathbf{d}_{j, s}$ (see equation (2.8) in Section 2.2 for the definition of mathematical expectation).

It is assumed that the vertical profiles of $\mathbf{D}$ are unbiased and hence have zero mean (i.e. $\left(\left\langle\mathbf{d}_{j, s}\right\rangle=0\right)$; Courtier et al. (1994), Bannister (2008a)). This assumption simplifies the covariance expression given in equation (3.6), resulting in

$$
\begin{equation*}
\mathbf{D}^{c o v}=\frac{1}{J S} \sum_{s=1}^{S} \sum_{j=1}^{J}\left(\mathbf{d}_{j, s} \mathbf{d}_{j, s}^{T}\right) \tag{3.7}
\end{equation*}
$$

The matrix $\mathbf{D}^{c o v}$ will be used in the calibration step of the Met Office spatial transform and will also be used in order to examine the results generated in Chapter 4 for both the Met Office and ECMWF spatial transforms.

### 3.1.3 The implied B Matrix for the Spatial Transforms

The $\mathbf{B}^{i m p}$ matrix for the two-dimensional grid of $J$ horizontal grid-points over $I$ vertical levels is of size $(I J \times I J)$. For the results that will be produced for this project the spatial transforms described in Sections 3.2 and 3.3 will not produce the full $\mathbf{B}^{i m p}$ matrix. Instead they produce a matrix $\mathbf{R} \in \mathbb{R}^{I \times J}$. The $\mathbf{R}$ matrix is a grid-point representation of the column vector $\mathbf{B}^{c o l} \in \mathbb{R}^{I J}$, which is a column of $\mathbf{B}^{i m p}$. The entry $\mathbf{R}_{(i, j)}$ is equal to the entry $\mathbf{B}_{(k)}^{c o l}$ such that $k=(i-1) J+j, k=1, \ldots, I J$. This can be written as

$$
\mathbf{R}_{(i, j)}=\mathbf{B}_{(j+(i-1) J)}^{c o l}, \quad \begin{array}{ll}
i & =1, \ldots, I  \tag{3.8}\\
& j=1, \ldots, J
\end{array}
$$

In the full operational setting the $\mathbf{U}_{V}$ and $\mathbf{U}_{H}$ transforms will produce the full $\mathbf{B}^{i m p}$ matrix.

### 3.1.4 The Discrete Fourier Transform

In the spatial transforms described in this chapter, the horizontal transform $\mathbf{U}_{H}$ performs a one-dimensional transformation into spectral space. The transformation into spectral space is achieved through the use of a Discrete Fourier Transform (DFT) (see Iserles (2009)), which uses a Fast Fourier Transform (FFT) algorithm in order to extract the component frequencies relating to each horizontal wavenumber.

If a DFT is applied to a vector $\mathbf{v} \in \mathbb{R}^{J}$ with elements $\mathbf{v}_{(j)}, j=1, \ldots, J$, the components of each individual horizontal wavenumber are extracted. This information is stored in a vector of length $J$ with each element representing a horizontal wavenumber. The resulting vector $\mathbf{V} \in \mathbb{C}^{J}$ has individual entries $\mathbf{V}_{(n)}$ given by

$$
\begin{equation*}
\mathbf{V}_{(n)}=\sum_{j=1}^{J} \mathbf{v}_{(j)} e^{-\frac{2 \pi i}{J}(j-1)(n-1)} . \quad n=1, \ldots, J \tag{3.9}
\end{equation*}
$$

The operation described in equation (3.9) can be written in terms of a matrix multiplication such that $\mathbf{V}=\mathbf{W v}$. Each $\mathbf{v}$ corresponding to a vertical level or vertical mode is multiplied by the DFT matrix $\mathbf{W} \in \mathbb{C}^{J \times J}$,

$$
\mathbf{W}=\left(\begin{array}{ccccc}
1 & 1 & 1 & \ldots & 1  \tag{3.10}\\
1 & \omega & \omega^{2} & \ldots & \omega^{(J-1)} \\
1 & \omega^{2} & \omega^{4} & \ldots & \omega^{2(J-1)} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & \omega^{(J-1)} & \omega^{2(J-1)} & \ldots & \omega^{(J-1)(J-1)}
\end{array}\right)
$$

and $\omega=e^{-\frac{2 \pi i}{J}}$ represents the $n$th root of unity.
Since the vectors $\mathbf{v}$ are real-valued the resulting vector $\mathbf{V}$ obeys a complex conjugacy symmetry. If $\mathbf{V}_{(n)}, n=1, \ldots, J$ denotes the individual elements of $\mathbf{V}$ then the following relationship applies (see Baxter (2009)):

$$
\begin{equation*}
\mathbf{V}_{(J+1-n)}=\overline{\mathbf{V}}_{(n)}, \tag{3.11}
\end{equation*}
$$

where ${ }^{-}$denotes the complex conjugate (Iserles (2009)).
The transformation back from spectral space, denoted by $\mathbf{U}_{H}^{T}$, is performed using the conjugate-transpose of this operation. This is achieved operationally by applying
an inverse DFT to perform the transformation. The inverse DFT acts upon a vector of spectral coefficients $\mathbf{V} \in \mathbb{C}^{J}$. The result is a vector $\mathbf{v} \in \mathbb{R}^{J}$, with elements $\mathbf{v}_{(j)}$ given by

$$
\begin{equation*}
\mathbf{v}_{(j)}=\frac{1}{J} \sum_{n=1}^{J} \mathbf{V}_{(n)} e^{\frac{2 \pi i}{J}(j-1)(n-1)} . \quad j=1, \ldots, J \tag{3.12}
\end{equation*}
$$

As with the standard DFT, this process can be written in matrix form and the inverse DFT matrix $\mathbf{W}^{-1} \in \mathbb{C}^{J \times J}$ such that $\mathbf{v}=\mathbf{W}^{-1} \mathbf{V}$ is defined as

$$
\mathbf{W}^{-1}=\frac{1}{J}\left(\begin{array}{ccccc}
1 & 1 & 1 & 1 & 1  \tag{3.13}\\
1 & \omega^{-1} & \omega^{-2} & \ldots & \omega^{-(J-1)} \\
1 & \omega^{-2} & \omega^{-4} & \ldots & \omega^{-2(J-1)} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & \omega^{-(J-1)} & \omega^{-2(J-1)} & \ldots & \omega^{(J-1)(J-1)}
\end{array}\right)
$$

where $\omega=e^{-\frac{2 \pi i}{J}}$ is again the $n$th root of unity.
The result of the DFT must be scaled in order to ensure that the inverse DFT is equal to the complex conjugate transpose of the DFT (Kincaid and Cheny (2002)). The DFT and inverse DFT described here do not model this requirement as they are not identical ( $\mathbf{W}^{-1} \neq \mathbf{W}^{*}$, where ${ }^{*}$ indicates the complex conjugate transpose). By scaling the DFT by a factor of $\frac{1}{J}$ the inverse DFT is equivalent to the complex conjugate transpose of the DFT.

The FFT used to perform the DFT and its inverse has the advantage that the number of operations required to perform it can be greatly reduced from that of calculating the DFT explicitly, provided that $J$ can be expressed such that $J=2^{n}, n \in \mathbb{Z}$ (Iserles (2009)). This makes it computationally efficient to use, since the calculation of the DFT and inverse DFT can be performed much more quickly than would be possible using the explicit calculation.

The DFT and inverse DFT are performed in this project using the Fastest Fourier Transform in the West (FFTW) software library (Frigo and Johnson (1998)).

### 3.2 The Met Office Spatial Transform

### 3.2.1 Overview

In the Met Office and ECMWF spatial transform the implied $\mathbf{B}$ matrix is formed by performing a combination of vertical and horizontal transformations. In the Met Office spatial transform the spatial part of the matrix $\mathbf{U}$ is constructed using the matrix product $\mathbf{U}_{V} \mathbf{U}_{H}$, where $\mathbf{U}_{V} \in \mathbb{R}^{I J \times I J}$ and $\mathbf{U}_{H} \in \mathbb{R}^{I J \times I J}$. By calculating $\mathbf{U}$ using this product and the transpose $\mathbf{U}^{T}$ the form of the $\mathbf{B}^{i m p}$ matrix for the Met Office spatial transform is given by

$$
\begin{align*}
\mathbf{B}^{i m p} & =\mathbf{U U}^{T} \\
& =\mathbf{U}_{V} \mathbf{U}_{H} \mathbf{U}_{H}^{T} \mathbf{U}_{V}^{T} . \tag{3.14}
\end{align*}
$$

The vertical and horizontal transform matrices defined in equation (3.14) will be redefined in Sections 3.2.2 and 3.2.3 to enable the calculation of the $\mathbf{R}$ matrix as described in Section 3.1.3. The steps presented in this section for the construction of the $\mathbf{R}$ matrix using the Met Office spatial transform are discussed in Bannister (2008b) and Lorenc et al. (2000), with additional information provided by staff at the Met Office (Wlasak (2010), Personal Communication).

### 3.2.2 Calibration

Before constructing the $\mathbf{R}$ matrix using the Met Office Implementation, there are a number of calibration steps that are taken.

## 1. Vertical Transform Matrices

In order to construct the vertical transforms for the Met Office spatial transform, it is necessary to perform the eigendecomposition of $\mathbf{D}^{c o v}$ (see equation (3.7)). The eigendecomposition was detailed in Section 2.2.7 and allows $\mathbf{D}^{\text {cov }}$ to be written in terms of its eigenvalues and eigenvectors. The eigenvalues are stored on the diagonal of the matrix $\Lambda \in \mathbb{R}^{I \times I}$ and the eigenvectors stored in the matrix $\mathbf{E} \in \mathbb{R}^{I \times I}$, where a column of $\mathbf{E}$
stores a single eigenvector. The decomposition is written as

$$
\begin{equation*}
\mathbf{D}^{c o v}=\mathbf{E} \Lambda \mathbf{E}^{T} . \tag{3.15}
\end{equation*}
$$

Since $\mathbf{D}^{c o v}$ is symmetric and positive semi-definite (a feature of all covariance matrices as discussed in Section 2.2) the eigenvalues in $\Lambda$ will be both non-negative and real-valued. If $\mathbf{D}^{c o v}$ is of full rank then there will be no zero-valued eigenvalues. The decomposition is achieved through the solution of the eigenvalue problem (Kincaid and Cheny (2002)).

In this project the eigendecomposition is performed using the LAPACK (Linear Algebra PACKage) software library (Anderson et al. (1999)).

The $\Lambda$ and $\mathbf{E}$ matrices resulting from the eigendecomposition are then used to construct the vertical transform matrices $\mathbf{U}_{V} \in \mathbb{R}^{I \times I}$ and $\mathbf{U}_{V}^{T} \in \mathbb{R}^{I \times I}$ that will be used in the vertical transform stages of the spatial transform. The calibration stage also requires the calculation of an alternatively-defined vertical transform matrix $\mathbf{T}_{V} \in \mathbb{R}^{I \times I}$ which will be used in Section 3.2.2 to calculate the power spectrum. These three matrices are defined as

$$
\begin{align*}
\mathbf{U}_{V} & =\mathbf{E} \Lambda^{1 / 2}  \tag{3.16}\\
\mathbf{U}_{V}^{T} & =\Lambda^{1 / 2} \mathbf{E}^{T}  \tag{3.17}\\
\mathbf{T}_{V} & =\Lambda^{-1 / 2} \mathbf{E}^{T} \tag{3.18}
\end{align*}
$$

The $\mathbf{T}_{V}$ matrix is a result of normalising the eigenvectors by the square root of their corresponding eigenvalues. Provided that the eigenvalues are all positive (i.e. That $\mathbf{D}^{\text {cov }}$ is of full rank) this normalisation will not cause any issues with regard to division by zero and will produce a real square root. In the $\mathbf{U}_{V}$ matrix the elements of the eigenvectors are multiplied by the square root of the corresponding eigenvalues. If $\lambda_{i}$ denotes the $i$ th eigenvalue (i.e. $\Lambda_{(i, i)}$ ), then entries of $\mathbf{U}_{V}^{T}$ and $\mathbf{T}_{V}$ are given by

$$
\begin{align*}
\mathbf{U}_{V(i, k)} & =\sqrt{\lambda_{i}} \mathbf{E}_{(i, k)}, \quad i, k=1, \ldots, I,  \tag{3.19}\\
\mathbf{T}_{V(i, k)} & =\frac{\mathbf{E}_{(i, k)}^{T}}{\sqrt{\lambda_{i}}} \tag{3.20}
\end{align*}
$$

## 2. Calculating the Power Spectrum

The next step in the calibration stage for the Met Office spatial transform is to calculate the power spectrum of the sample data. The power spectrum will be used as part of the calculation of $\mathbf{R}$ and is a measure of the magnitude of the data attributed to each horizontal wavenumber.

The $\mathbf{T}_{V}$ matrix in the Met Office spatial transform is used to transfer the data in $\mathbf{D}$ from full grid-point space into vertical mode space. The $\mathbf{T}_{V}$ matrix is post-multiplied by each of the $S$ samples in the $\mathbf{D}$ tensor, to produce a tensor $\mathbf{D}^{T_{V}} \in \mathbb{R}^{I \times J \times S}$. Individual elements of $\mathbf{D}^{T_{V}}$ are

$$
\mathbf{D}_{(i, j, s)}^{T_{V}}=\sum_{k=1}^{I} \mathbf{T}_{(i, k)}^{V} \mathbf{D}_{(k, j, s)}, \quad \begin{align*}
i & =1, \ldots, I,  \tag{3.21}\\
j & =1, \ldots, J, \\
s & =1, \ldots, S .
\end{align*}
$$

$\mathbf{D}^{T_{V}}$ contains the model variable data in terms of vertical modes rather than vertical grid-points. Each of the $S$ samples has $I$ vertical modes and each vertical mode is a vector of length $J$. Vertical mode $i$ of sample $s$ are the tensor entries $\mathbf{D}_{(i,:, s)}^{T_{V}}$, where (:) indicates entries $j=1, \ldots, J$.

The Power Spectrum is calculated from this vertical mode information by performing a DFT (see Section 3.1.4) on each of the vertical modes in $\mathbf{D}^{T_{V}}$. The transformed vertical modes are stored as the vertical modes in a tensor $\mathbf{D}^{H} \in \mathbb{C}^{I \times J \times S}$. Entries of $\mathbf{D}^{H}$ are given by

$$
\mathbf{D}_{(i,:, s)}^{H}=\mathbf{W}\left(\mathbf{D}_{(i,:, s)}^{T_{V}}\right)^{T}, \quad \begin{align*}
i & =1, \ldots, I  \tag{3.22}\\
s & =1, \ldots, S
\end{align*}
$$

The power spectrum that will be used in calculating the $\mathbf{R}$ matrix is obtained by taking the the square of the complex modulus (denoted by $|$.$| ) of each element of \mathbf{D}^{H}$. The result is then normalised by $J$ and stored in the tensor $\mathbf{D}^{H_{\text {mod }}} \in \mathbb{C}^{I \times J \times S}$ with entries

$$
\mathbf{D}_{(i, j, s)}^{H_{m o d}}=\frac{\left|\mathbf{D}_{(i, j, s)}^{H}\right|^{2}}{J}, \quad \begin{align*}
& i=1, \ldots, I  \tag{3.23}\\
& j
\end{align*}=1, \ldots, J,
$$

This operation removes the complex elements of the spectral coefficients and allows the power spectrum for an individual mode to be plotted. Due to the complex conjugacy property (see Section 3.1.4) of the horizontally transformed data in the power spectra, only the first $n+1$ wavenumbers need to be plotted in order to observe the shape of the power spectrum for an individual mode. The individual mode power spectra are then averaged over the $S$ samples to produce the power spectrum matrix $\mathbf{D}^{P} \in \mathbb{R}^{I \times J}$. Individual entries are given by

$$
\mathbf{D}_{(i, j)}^{P}=\frac{1}{S} \sum_{s=1}^{S} \mathbf{D}_{(i, j, s)}^{H_{m o d}}, \quad \begin{array}{ll}
i & =1, \ldots, I  \tag{3.24}\\
& j=1, \ldots, J .
\end{array}
$$

Calculating $\mathbf{D}^{P}$ completes the calibration stage for the Met Office spatial transform.

### 3.2.3 Calculating the R matrix

With the calibration steps completed, it is now possible to calculate the $\mathbf{R}$ matrix using the ordering of vertical and horizontal transforms defined in equation (3.14).

## 1. The First Vertical Transform

The calculations that follow from here are assumed to be performed upon a matrix $\mathbf{M} \in \mathbb{R}^{I \times J}$, which could represent a matrix of sample data, or a set of observation data at different grid-points. The matrix $\mathbf{M}$ ensures that the matrix $\mathbf{R}$ is of the required dimensions. $\mathbf{R}$ will be constructed using the vertical and horizontal transform stages, along with the power spectrum calculated in Section 3.2.2.

The result of the steps in equations (3.25) - (3.30) are not denoted by any particular matrix in order to allow the final $\mathbf{R}$ matrix to be written in terms of the vertical and horizontal transforms, but the result of the relevant matrix products are $(I \times J)$. In Section 3.4 this process is defined for the case in which this $\mathbf{M}$ matrix is a basis matrix.

The first transformation to be performed in calculating $\mathbf{R}$ is the vertical transform $\mathbf{U}_{V}^{T}$ defined in equation (3.17). This vertical transform will transform the data from full grid-point space into vertical mode space and is achieved by performing the matrix
product

$$
\begin{equation*}
\mathbf{U}_{V}^{T} \mathbf{M} \tag{3.25}
\end{equation*}
$$

The data in $\mathbf{M}$ is now described in terms of vertical modes, rather than vertical levels.

## 2. The Horizontal Transform Stages

The data resulting from the matrix product in equation (3.25) is next transformed into spectral space from vertical mode space through the use of the operator $S . S$ is a level-by-level DFT transform (as defined in Section 3.1.4) on each vertical mode in $\mathbf{U}_{V}^{T} \mathbf{M}$. This causes the data to be prescribed in terms of horizontal wavenumber. The data is resulting from the DFT is stored in the matrix $\mathbf{U}_{H}^{T} \in \mathbb{C}^{I \times J}$ such that

$$
\begin{equation*}
\mathbf{U}_{H(i,:)}^{T}=\mathbf{W}\left[\left(\mathbf{U}_{V}^{T} \mathbf{M}\right)_{(i,:)}\right]^{T}, \quad i=1, \ldots, I \tag{3.26}
\end{equation*}
$$

In order to construct the $\mathbf{R}$ matrix for the Met Office spatial transform there is one extra stage that is performed once the first horizontal transform stage is complete. This stage involves multiplying the spectral modes by the respective power spectrum information calculated in the calibration stage. This step is one of the differences between the Met Office and ECMWF Implementations.

The spectral modes are stored in $\mathbf{U}_{H}^{T}$ with entries given by equation (3.26) and the Power Spectrum information is stored in the matrix $\mathbf{D}^{P}$ (see Section 3.2.2). Both of these matrices are of size $(I \times J)$, so in order to multiply the spectral modes by the corresponding Power Spectrum a Hadamard Product (Horn and Johnson (1985)) is used.

The Hadamard product (also known as a Schur product), denoted by the symbol $\odot$, is an element-wise multiplication of two matrices of equal dimension. With the two matrices given above fulfilling this criteria the resulting matrix of size $(I \times J)$ is

$$
\begin{equation*}
\mathbf{D}^{P} \odot \mathbf{U}_{H}^{T} \tag{3.27}
\end{equation*}
$$

Elements of this resulting matrix are given by

$$
\begin{array}{ll}
\mathbf{D}_{(i, j)}^{P} *\left(\mathbf{U}_{H(i, j)}^{T}\right), & i=1, \ldots I  \tag{3.28}\\
& j=1, \ldots J
\end{array}
$$

This newly multiplied information is then transformed back from spectral space into vertical mode space, using the operator $S^{-1}$. This is a level-by-level inverse DFT (Section 3.1.4) on the result of the matrix product given by equation (3.27). The resulting vertical mode information is stored in the matrix $\mathbf{U}_{H} \in \mathbb{R}^{I \times J}$, with entries

$$
\begin{equation*}
\mathbf{U}_{H(i,:)}=\mathbf{W}^{-1}\left[\left(\mathbf{D}^{P} \odot \mathbf{U}_{H}^{T}\right)_{(i,:)}\right]^{T}, \quad i=1, \ldots, I . \tag{3.29}
\end{equation*}
$$

## 3. The Final Vertical Transform

The final operation that is performed when calculating $\mathbf{R}$ is the second vertical transformation $\mathbf{U}_{V}$, which was defined in equation (3.16). This operation transforms back into full grid-point space. This is achieved by pre-multiplying the $\mathbf{U}_{H}$ matrix from equation (3.29) by $\mathbf{U}_{V}$. This gives an expression for $\mathbf{R}$ as

$$
\begin{equation*}
\mathbf{R}=\mathbf{U}_{V} \mathbf{U}_{H} \tag{3.30}
\end{equation*}
$$

This completes the algorithm for calculating the $\mathbf{R}$ matrix using the Met Office spatial transform. $\mathbf{R}$ can be written using the above information as

$$
\begin{equation*}
\mathbf{R}=\mathbf{U}_{V} S^{-1}\left[\mathbf{D}^{P} \odot\left(S\left[\mathbf{U}_{V}^{T} \mathbf{M}\right]\right)\right] \tag{3.31}
\end{equation*}
$$

### 3.3 The ECMWF Spatial Transform

### 3.3.1 Overview

The ECMWF Implementation performs the construction of the $\mathbf{B}^{i m p}$ matrix in a different manner to the implementation used by the Met Office in that the horizontal $\left(\mathbf{U}_{H} \in \mathbb{R}^{I J \times I J}\right)$ and vertical $\left(\mathbf{U}_{V} \in \mathbb{R}^{I J \times I J}\right)$ transforms are performed in a different order. The spatial part of $\mathbf{U}$ in the ECMWF spatial transform is the result of the matrix product $\mathbf{U}_{H} \mathbf{U}_{V}$. The ECMWF spatial transform for constructing $\mathbf{B}^{i m p}$ is written as

$$
\begin{equation*}
\mathbf{B}^{i m p}=\mathbf{U}_{H} \mathbf{U}_{V} \mathbf{U}_{V}^{T} \mathbf{U}_{H}^{T} . \tag{3.32}
\end{equation*}
$$

As was described in Section 3.2, the vertical and horizontal transform matrices defined in equation (3.32) will be redefined in Sections 3.3 .2 and 3.3.3 to enable the calculation of the $\mathbf{R}$ matrix as described in Section 3.1.3. The steps presented in this Section
for the construction of the $\mathbf{R}$ matrix using the ECMWF spatial transform are discussed in Bannister (2008b) and Derber and Bouttier (1999).

It should be noted that the ECMWF spatial transform described in this Section is not the current version that is used at the ECMWF, but a previous version drawn from the available literature.

### 3.3.2 The Calibration Stage

Before construction of the $\mathbf{R}$ matrix can occur there are a number of calibration steps that must be performed. These steps require the use of the matrix $\mathbf{D}$, defined in Section 3.1.2. The calibration stage for the ECMWF spatial transform involves the storage of much more information than that seen in the Met Office spatial transform and also requires more samples of data in order to ensure that the vertical transforms are of full rank.

## Model Level Variances

The first step in the calibration stage is to calculate the variance of each of the $I$ vertical levels. In order to do this the variance at each individual grid-point is calculated over the $S$ samples. These grid-point variances are stored in a matrix $\mathbf{D}^{v a r} \in \mathbb{R}^{I \times J}$. The entries of $\mathbf{D}^{v a r}$ are indicated by the subscripts $(i, j)$ and are given by

$$
\begin{align*}
\mathbf{D}_{(i, j)}^{v a r}=\frac{1}{S} \sum_{s=1}^{S} \mathbf{D}_{(i, j, s)}^{2}, & i \tag{3.33}
\end{align*}=1, \ldots, I,
$$

Note that this is a biased estimate of the variance, as described in Section 2.2 (equation (2.8)). The use of a biased estimate here is appropriate since the value of $S$ used (see Section 4.1.1) will be sufficiently large to allow the difference between the biased and unbiased case to be negligible.

Once the grid-point variances are found the model level variances are calculated by averaging over the $J$ horizontal grid-points. The model level variances are stored in a
vector $\mathbf{L} \in \mathbb{R}^{I}$ which has entries defined by

$$
\begin{equation*}
\mathbf{L}_{(i)}=\frac{1}{J} \sum_{j=1}^{J} \mathbf{D}_{(i, j)}^{v a r}, \quad i=1, \ldots, I \tag{3.34}
\end{equation*}
$$

The entries of $\mathbf{L}$ are used to modify the data in $\mathbf{D}$, with this modified data stored in the three-dimensional tensor $\mathbf{D}^{\text {mod }} \in \mathbb{R}^{I \times J \times S}$. This is achieved by dividing each entry in $\mathbf{D}$ by the standard deviation corresponding to that level such that

$$
\mathbf{D}_{(i, j, s)}^{m o d}=\frac{\mathbf{D}_{(i, j, s)}}{\sqrt{\mathbf{L}_{(i)}},} \quad \begin{align*}
i & =1, \ldots, I  \tag{3.35}\\
j & =1, \ldots, J \\
s & =1, \ldots, S
\end{align*}
$$

The entries for vertical level $i$ and sample $s$ form a horizontal profile of $\mathbf{D}^{\text {mod }}$ which is of length $J$.

## Forming the Vertical Transform Matrices

The next step in the calibration stage is to construct the vertical transform matrices $\mathbf{U}_{V} \in \mathbb{C}^{I \times I}$ and $\mathbf{U}_{V}^{T} \in \mathbb{C}^{I \times I}$. In the ECMWF spatial transform these vertical transform matrices vary by horizontal wavenumber (Derber and Bouttier (1999)), resulting in $J$ vertical transform matrices.

In order to construct $\mathbf{U}_{V}$ and $\mathbf{U}_{V}^{T}$ the modified data in $\mathbf{D}^{m o d}$ is transformed into spectral space. This is achieved by performing a level-by-level DFT on each of the horizontal profiles in $\mathbf{D}^{\text {mod }}$. The DFT process is defined in Section 3.1.4 and the resulting spectrally transformed vertical levels are stored as the rows of a three-dimensional tensor $\mathbf{D}^{H} \in \mathbb{C}^{I \times J \times S}$. Entries of $\mathbf{D}^{H}$ are given by

$$
\mathbf{D}_{(i,:, s)}^{H}=\mathbf{W}\left(\mathbf{D}_{(i,:, s)}^{\bmod }\right)^{T}, \quad \begin{align*}
& i=1, \ldots, I  \tag{3.36}\\
& s=1, \ldots, S
\end{align*}
$$

With the model variable data now in spectral space, it is now used to form a series of pseudo-correlation matrices. In the ECMWF Implementation a pseudo-correlation matrix is calculated for each of the $J$ wavenumbers.

The pseudo-correlation matrix $\mathbf{D}_{j}^{\text {cor }} \in \mathbb{C}^{I \times I}$ for wavenumber $j, j=1, \ldots, J$, is formed by taking the covariance of the vertical profile of data corresponding to that wavenumber. This is performed over each of the $S$ samples. Let $\mathbf{d}_{j, s} \in \mathbb{C}^{I}$ denote the vertical profile of data in $\mathbf{D}^{H}$ corresponding to sample $s$ and wavenumber $j$. Then

$$
\begin{equation*}
\mathbf{D}_{j}^{c o r}=\frac{1}{S} \sum_{s=1}^{S}\left(\mathbf{d}_{j, s}-\left\langle\mathbf{d}_{j, s}\right\rangle\right)\left(\mathbf{d}_{j, s}-\left\langle\mathbf{d}_{j, s}\right\rangle\right)^{T}, \quad j=1, \ldots, J . \tag{3.37}
\end{equation*}
$$

In equation (3.37) the angled brackets denote mathematical expectation (see equation (2.8) in Section 2.2).

The expression given in equation (3.37) is simplified by making the assumption that the vertical profiles of data in $\mathbf{D}^{H}$ are unbiased (i.e. $\left\langle\mathbf{x}_{j, s}\right\rangle=0$; Courtier et al. (1994), Bannister (2008a)). The pseudo-correlation matrix corresponding to wavenumber $j$ is now given by

$$
\begin{equation*}
\mathbf{D}_{j}^{c o r}=\frac{1}{S} \sum_{s=1}^{S} \mathbf{d}_{j, s} \mathbf{d}_{j, s}^{T}, \quad j=1, \ldots, J . \tag{3.38}
\end{equation*}
$$

These matrices are referred to as pseudo-correlation matrices because they are not true correlation matrices in the standard sense. A correlation matrix (Gaspari and Cohn (1999)) is a covariance matrix which has been divided by its variance, whereas here the data has also been transformed into spectral space before the matrix is calculated. A true correlation matrix would have ones along the diagonal, which is not the case here.

By performing this step, one of the main differences between the two implementations covered has been highlighted. The ECMWF Implementation requires the storage of $J$ pseudo-correlation matrices, each of size $(I \times I)$. The Met Office Implementation only requires a single covariance matrix to be calculated which is of size $(I \times I)$. If the values of $I$ and $J$ are sufficiently large this could result in a much greater amount of storage for the ECMWF Implementation over that required by the Met Office.

The final step in calculating the vertical transform matrices requires decomposing the pseudo-correlation matrices. As in the Met Office Implementation, an eigendecomposition is performed, extracting the eigenvalues and eigenvectors (see Section 2.2.7). This is performed on each of the $\mathbf{D}^{c o r}$ matrices, resulting in $\Lambda \in \mathbb{C}^{I \times I}$ and $\mathbf{E} \in \mathbb{C}^{I \times I}$ matrices for each of the $J$ wavenumbers. In the ECMWF spatial transform these are
denoted $\Lambda_{j}$ and $\mathbf{E}_{j}$, where $\Lambda_{j}, \mathbf{E}_{j}$ represent the matrices corresponding to wavenumber $j$.

The vertical transforms $\mathbf{U}_{V j} \in \mathbb{C}^{I \times I}$ and $\mathbf{U}_{V j}^{T} \in \mathbb{C}^{I \times I}$ can then be constructed, where $\mathbf{U}_{V j}, \mathbf{U}_{V j}^{T}$ denote the vertical transform matrices corresponding to wavenumber $j$. They are constructed using

$$
\begin{align*}
\mathbf{U}_{V j} & =\mathbf{E}_{j} \Lambda_{j}^{1 / 2}  \tag{3.39}\\
\mathbf{U}_{V j}^{T} & =\Lambda_{j}^{1 / 2} \mathbf{E}_{j}^{T} . \tag{3.40}
\end{align*}
$$

In order for the $\Lambda_{j}$ and $\mathbf{E}_{j}$ matrices to be of full rank, it is important that a sufficient number of samples are used to calculate the pseudo-correlation matrices. Since each matrix is calculated from a single of column of data per sample, there must be at least $I$ samples to ensure full rank. If $S<I$ then zero-valued eigenvalues will appear in $\Lambda$, which will have an impact on the subspace the vertical transform matrices can span (see Section 3.3 in Bannister (2008a)).

This requirement is not as important for the Met Office Implementation due to the way in which the covariance matrix is calculated from the sample data. As shown in equation (3.6) of Section 3.2.2, $\mathbf{D}^{c o v}$ is calculated by summing across the $J$ horizontal grid-points and also the $S$ samples. Unless $I$ is sufficiently large, then the equality $J S>I$ should hold and the $\Lambda$ matrix will be of full rank.

### 3.3.3 Calculating the R Matrix

With the calibration steps completed, it is now possible to calculate the $\mathbf{R}$ matrix using the ordering of vertical and horizontal transforms defined in equation (3.32). This involves the use of a matrix $\mathbf{M} \in \mathbb{R}^{I \times J}$ in the same manner as for the Met Office spatial transform. By using a matrix of these dimensions the resulting $\mathbf{R}$ matrix will be of the required dimensions.

## 1. Multiplication by Model Level Standard Deviations

The calculation of $\mathbf{R}$ proceeds by multiplying $\mathbf{M}$ by the standard deviation of each model level. If the standard deviations of the model levels are stored in a matrix $\Sigma \in \mathbb{R}^{I \times I}$, where $\Sigma$ is a diagonal matrix with

$$
\begin{equation*}
\Sigma_{(i, i)}=\sqrt{\mathbf{L}_{(i)}} . \quad i=1, \ldots, I \tag{3.41}
\end{equation*}
$$

Multiplying each element of $\mathbf{M}$ by the respective model level standard deviation is then calculated using the matrix product

$$
\begin{equation*}
\Sigma \mathrm{M} \tag{3.42}
\end{equation*}
$$

## 2. The First Horizontal Transform

The result of the matrix product in equation (3.42) is then transformed into spectral space using the operator $S$, which is a level-by-level DFT on the rows of $\Sigma \mathrm{M}$ as described in Section 3.1.4. This transforms the data from full grid-point space into spectral space, allowing individual wavenumbers to be considered. The spectrally-transformed information is stored in the matrix $\mathbf{U}_{H}^{T} \in \mathbb{C}^{I \times J}$. Entries are given by

$$
\begin{equation*}
\mathbf{U}_{H(i,:)}^{T}=\mathbf{W}\left[(\Sigma \mathbf{M})_{(i,:)}\right]^{T}, \quad i=1, \ldots, I . \tag{3.43}
\end{equation*}
$$

## 3. The Vertical Transforms

The next stage involves performing the vertical transforms and is achieved by using the $\mathbf{U}_{V j}$ and $\mathbf{U}_{V j}^{T}$ matrices calculated in equations (3.39) and (3.40) in Section 3.3.2. This requires extracting the columns of $\mathbf{U}_{H}^{T}$. Let $\mathbf{P}_{j} \in \mathbb{C}^{I}$ denote the $j$ th column of $\mathbf{U}_{H}^{T}$, $j=1, \ldots, J$.

Each $\mathbf{P}_{j}$ is pre-multiplied first by the $\mathbf{U}_{V j}^{T}$ matrix corresponding to the corresponding wavenumber, then pre-multiplied by the corresponding $\mathbf{U}_{V j}$ matrix. Let $\mathbf{P}_{j}^{V} \in \mathbb{C}^{I}$ denote these transformed columns, such that

$$
\begin{equation*}
\mathbf{P}_{j}^{V}=\mathbf{U}_{V j} \mathbf{U}_{V j}^{T} \mathbf{P}_{j}, \quad j=1, \ldots, J . \tag{3.44}
\end{equation*}
$$

The $\mathbf{P}_{j}^{V}$ vector is the $j$ th column in the matrix $\mathbf{U}^{P} \in \mathbb{C}^{I \times J}$ with entries

$$
\begin{array}{ll}
\mathbf{U}_{(i, j)}^{P}=\mathbf{P}_{j(i)}^{V}, & i=1, \ldots, I  \tag{3.45}\\
& j=1, \ldots, J
\end{array}
$$

In the vertical transform stage of the ECMWF spatial transform the data in the matrix $\mathbf{U}_{H}^{T}$ is transformed into vertical mode space and then back into spectral space.

## 4. The Second Horizontal Transform

The next step to be performed in the ECMWF spatial transform is the horizontal transform stage, denoted by the operator $S^{-1} . S^{-1}$ is a level-by-level inverse DFT as described in Section 3.1.4 and transforms the rows of the matrix $\mathbf{U}^{P}$ back into full grid-point space. The resulting matrix is denoteed by $\mathbf{U}_{H} \in \mathbb{R}^{I \times J}$ and entries are given by

$$
\begin{equation*}
\mathbf{U}_{H(i,:)}=\mathbf{W}^{-1}\left(\mathbf{U}_{(i,:)}^{P}\right)^{T}, \quad i=1, \ldots, I \tag{3.46}
\end{equation*}
$$

## 5. Multiplication by Model Level Standard Deviations

The final step in the ECMWF spatial transform algorithm is a multiplication of the gridpoints by the standard deviation on a level-by-level basis. This is a pre-multiplication of $\mathbf{U}^{H}$ given in equation (3.46) by $\Sigma$. The result is the $\mathbf{R}$ matrix where

$$
\begin{equation*}
\mathbf{R}=\Sigma \mathbf{U}_{H} \tag{3.47}
\end{equation*}
$$

$\mathbf{R}$ can also be written as

$$
\begin{equation*}
\mathbf{R}=\Sigma\left(S^{-1}\left[\left(\mathbf{U}_{V} \mathbf{U}_{V}^{T}\right)_{j}(S[\Sigma \mathbf{M}])\right]\right) \tag{3.48}
\end{equation*}
$$

where $\left(\mathbf{U}_{V} \mathbf{U}_{V}^{T}\right)_{j}$ indicates the column by column vertical transform process described by equation (3.44). This completes the algorithm for calculating the $\mathbf{R}$ matrix using the ECMWF spatial transform.

### 3.4 The 'delta' test

In order to investigate the Met Office and ECMWF spatial transforms and observe some of their properties a 'delta' test is performed. The 'delta' test is a simplification of the single observation test which is used in many works to observe the analysis increment for a single observation (examples can be seen in Bouttier and Courtier (1999), Kalnay (2003) and Section 2.2.6 of this project). The simplification is that a single point in the field is selected and the analysis increment calculated without any observation information.

This test involves choosing the matrix $\mathbf{M}$ as described in the descriptions of the implementations such that it is a basis matrix. This basis matrix $\delta \in \mathbb{R}^{I \times J}$ consists almost entirely of zeros. Only one entry in $\delta$ is non-zero and has the value one, in row $m$ and column $n$. $\delta$ is therefore defined by

$$
\delta_{(i, j)}= \begin{cases}1 & \text { if } i=m, j=n  \tag{3.49}\\ 0 & \text { otherwise }\end{cases}
$$

Note that $\delta$ is not the standard Kronecker delta (Kincaid and Cheny (2002)) found in some texts, but a distinct basis matrix designed for the purposes of testing these implementations.

Post-multiplying a matrix $\mathbf{A} \in \mathbb{R}^{I \times I}$ by $\delta$ produces a matrix $\mathbf{C} \in \mathbb{R}^{I \times J}$ such that

$$
\begin{equation*}
\mathbf{C}=\mathbf{A} \delta \tag{3.50}
\end{equation*}
$$

$\mathbf{A}$ and $\mathbf{C}$ are not related to the two spatial transforms discussed in this chapter and are merely used here as examples in order to explain how $\delta$ operates on other matrices.

The $\delta$ matrix extracts the $m$ th column of $\mathbf{A}$ and stores it in the $n$th column of $\mathbf{C}$ so that

$$
\mathbf{C}_{(i, j)}=\left\{\begin{align*}
\mathbf{A}_{(i, m)} & \text { if } j=n  \tag{3.51}\\
0 & \text { otherwise }
\end{align*}\right.
$$

The 'delta' test used in this project works by calculating the Met Office or ECMWF spatial transforms using a series of $\delta$ matrices for which the value of $n$ is kept static. The results of the test are stored in the matrix $\mathbf{R}^{\delta} \in \mathbb{R}^{I \times J}$.

The 'delta' test is then performed by using the following steps:

1. Set value of $n$.
2. For $m=1, \ldots, I$,
(a) Generate $\delta$ using equation (3.49).
(b) Calculate $\mathbf{R}$ using Met Office (Section 3.2) or ECMWF (Section 3.3) spatial transform using $\mathbf{M}=\delta$.
(c) $\operatorname{Set} \mathbf{R}_{(m, n)}^{\delta}=\mathbf{R}_{(m, n)}$.

The effect of the steps described above is to extract the value of $\mathbf{R}$ at each vertical level for a single horizontal grid-point. This is the variance at that grid-point without any of the contribution from nearby grid-points. This profile of horizontal grid-point $n$ should therefore be equal to the diagonal of the matrix $\mathbf{D}^{c o v}$ calculated using equation (3.7) in Section 3.1.2,

$$
\begin{equation*}
\mathbf{R}_{(i, n)}^{\delta}=\mathbf{D}_{(i, i)}^{c o v}, \quad i=1, \ldots, I \tag{3.52}
\end{equation*}
$$

If this whole process is then repeated over more than one $n$ value, one of the assumptions that form an important part of the spatial transform is highlighted, that of spatial homogeneity (see Section 2.3.3). This assumption should be seen by examining the columns of the $\mathbf{R}^{\delta}$ matrix calculated from these different values of $n$. If the homogeneous assumption holds then the different columns should be identical, such that

$$
\mathbf{R}_{(i, p)}^{\delta}=\mathbf{R}_{(i, q)}^{\delta}, \quad \text { for any } \quad \begin{align*}
i & =1, \ldots, I  \tag{3.53}\\
p, q & =1, \ldots, J
\end{align*}
$$

### 3.5 Incorporation of an Alternative Outer Product

The Met Office and ECMWF spatial transforms discussed in this chapter perform the calculation of the vertical transforms $\mathbf{U}_{V}$ and $\mathbf{U}_{V}^{T}$ using an empirical vertical covariance matrix $\mathbf{D}^{c o v}$. The calculation of this matrix based upon an Euclidean outer product and is shown in equation 3.6. As a result of using this outer product the representation of $\mathbf{D}^{\text {cov }}$ is linked to the Euclidean norm (Wlasak (2010), Personal Communication).

By implementing an alternative outer product (the mass-weighted outer product) the resulting vertical transforms will obtain a more physical representation which links the vertical levels to the vertical modes more meaningfully. This is achieved by introducing a diagonal matrix $\mathbf{P} \in \mathbb{R}^{I \times I}$. The diagonal entries of $\mathbf{P}$ contain the mass-weighting information for the $I$ model levels (see Lorenc et al. (2000)) and all other entries are zero. Specifically, the diagonal entry of $\mathbf{P}$ for level $i$ is the change of pressure $\Delta p_{i}$ in model level $i$, normalised by the sum of the $\Delta p_{i}$, such that

$$
\begin{equation*}
\mathbf{P}_{(i, i)}=\frac{\Delta p_{i}}{\sum_{j=1}^{I} \Delta p_{j}}, \quad i=1, \ldots, I \tag{3.54}
\end{equation*}
$$

This choice of $\mathbf{P}$ transforms the eigendecomposition used in the vertical transform. In the use of the Euclidean outer product this is given by equation (2.16), which can be found as the solution of the eigenvalue problem

$$
\begin{equation*}
\mathbf{D}^{c o v} \mathbf{E}=\mathbf{E} \Lambda \tag{3.55}
\end{equation*}
$$

The mass-weighted outer product is incorporated such that

$$
\begin{equation*}
\mathbf{P D}^{c o v} \mathbf{P}=\mathbf{E} \Lambda \mathbf{E}^{T} \tag{3.56}
\end{equation*}
$$

and a change of variables $\mathbf{P E}=\mathbf{Y}$ is introduced. $\mathbf{Y} \in \mathbb{R}^{I \times I}$ is a matrix of eigenvectors with each column of $\mathbf{Y}$ storing a single eigenvector.

The vertical transforms can then be found by solving the generalised eigenvalue problem

$$
\begin{equation*}
\mathbf{D}^{\operatorname{cov}} \mathbf{Y}=\mathbf{P}^{-2} \mathbf{Y} \Lambda \tag{3.57}
\end{equation*}
$$

In this project the generalised eigenvalue problem is solved using the LAPACK software library (Anderson et al. (1999)). This uses a Cholesky factorisation of $\mathbf{P}^{-2}$ (Gourlay and Watson (1973)), which decomposes $\mathbf{P}^{-2}$ into the product $\mathbf{P}^{-2}=\mathbf{L} \mathbf{L}^{T} . \mathbf{L} \in \mathbb{R}^{I \times I}$ is a lower triangular matrix with a unit diagonal. This decomposition is extremely stable and allows for the problem to be solved in fewer operations due to the symmetry of $\mathbf{P}^{-2}$ (Gourlay and Watson (1973)).

In this outer product definition both the eigenvalues and the eigenvectors will be different to those in equation (3.55). Note that the operation described in equation
(3.57) is valid since the inverse of $\mathbf{P}$ will always exist. No entry on the diagonal of $\mathbf{P}$ will be equal to zero since the $\Delta p$ values will always be positive (there will always be a mass attributed to a vertical level).

With this information the vertical mode matrix $\mathbf{V} \in \mathbb{R}^{I \times I}$ can now be calculated. The columns of $\mathbf{V}$ store the vertical modes and $\mathbf{V}$ is calculated such that $\mathbf{V}=\mathbf{P}^{-2} \mathbf{Y}$. Using these vertical modes the vertical transforms $\mathbf{U}_{V}, \mathbf{U}_{V}^{T}$ and $\mathbf{T}_{V}$ are now defined as

$$
\begin{align*}
\mathbf{U}_{V} & =\mathbf{V} \Lambda^{1 / 2}  \tag{3.58}\\
\mathbf{U}_{V}^{T} & =\Lambda^{1 / 2} \mathbf{V}^{T}  \tag{3.59}\\
\mathbf{T}_{V} & =\Lambda^{-1 / 2} \mathbf{V}^{T} \mathbf{P}^{2} \tag{3.60}
\end{align*}
$$

These transforms can now be used in the construction of the $\mathbf{R}$ matrix as described in Sections 3.2 and 3.3.

### 3.6 Summary

In this chapter the spatial transforms used in the Met Office and ECMWF have been introduced. The two operational centres use a different combination of the vertical and horizontal transforms in order to construct the $\mathbf{B}^{i m p}$ matrix. A number of calibration steps are performed before the construction of $\mathbf{B}^{i m p}$ occurs, with the steps varying depending on the operational centre.

The vertical transform is constructed by performing an eigendecomposition, but is defined differently for each centre. In the Met Office the eigendecomposition is performed on a vertical covariance matrix constructed from sample data. In the ECMWF the vertical transform matrices are calculated on data which has had the model level variance removed and been transformed into spectral space. The vertical transform matrices are allowed to vary by horizontal wavenumber, increasing the storage required for the ECMWF spatial transform.

The ECMWF spatial transform also requires a greater number of samples in order to ensure that the vertical transform matrices are of full rank. This is not the case in the Met Office spatial transform, due to the way in which the vertical transform differs.

The horizontal transform is performed by using a DFT to transform into spectral space and an inverse DFT to transform out of spectral space.

The 'delta' test that will be used in Chapter 4 was defined, which is a simplified version of a single observation test. The 'delta' test will be used order to test the assumption of homogeneity that is made during the spatial transform process. Finally, a description of the introduction of an alternative outer product in the construction of the vertical transforms was presented.

## Chapter 4

## Analysing the Implied B Matrix

In this Chapter an analysis of the implied $\mathbf{B}$ matrix that results from the Met Office and ECMWF Spatial Transforms is presented. This analysis is performed in order to test some of the key assumptions that are made during the CVT process. The investigations that make up this analysis are designed to answer the main aims of the project as set out in Chapter 1. These aims will be met by trying to answer the following questions through the analysis of the implied $\mathbf{B}$ matrix:

1. What are the statistical and physical properties resulting from the Met Office and ECMWF spatial transforms?
2. What benefit does the ECMWF gain from the increased amount of data required to perform the spatial transform?
3. How important is dynamical and physical reasoning in constructing the vertical transforms used in the spatial transforms?

The Chapter opens with a look at the sample data that was provided in order to conduct the investigations that were conducted. The results presented here were produced using this sample data for both the Met Office and ECMWF spatial transforms. The results produced from conducting the 'delta' test are then presented, which show the results of making the assumption of spatial homogeneity in the CVT.

Question 1 is answered by observing the correlations that are present between vertical levels, using the implied $\mathbf{C}$ matrix through a variant of the 'delta' test. Comparisons between the two operational centres are drawn from these results.

Further comparison between the two centres is made by analysing the leading vertical modes in both cases. By doing this analysis some insight can be made into the extra storage requirements of the ECMWF, which relates to question 2.

Finally, some discussion is made regarding question 3 , focusing on the implementation an alternative outer product into the spatial transform stage. This outer product makes changes to the vertical transform stage by including a scaling matrix before the eigendecomposition is performed. The impact this has on the spatial transform will be discussed.

### 4.1 The Sample Data

### 4.1.1 Description of Sample Data

In order to produce the output in this chapter a number of samples of data were provided by the Met Office. The number of samples required in order to produce meaningful results varies depending on the implementation being considered (Section 3.3.2), however it is important that the data is at a consistent resolution.

The sample data used in this project was produced from forecast differences taken from a standard Met Office data assimilation experiment run for 28 days in June 2008, with the purpose of testing forecast accuracy. The experiment includes forecast model runs for 6 hour and 30 hour time periods, run at resolution N320, which finish at the same time. The resolution dictates the maximum number of wavenumbers that are used in the experiment and gives a measure of the number of grid points that the model state is prescribed upon.

To determine the number of grid-points that are used, consider the general case NX, where X is a numerical value. The grid upon which the latitude ring is defined has

2X Zonal (East-West) Grid-Points,
$\mathbf{3 / 2 X}+\mathbf{1}$ Meridional (North-South) Grid-Points running from the north to south pole (including the poles).

Since this project details a simplified two-dimensional grid the meridional grid points are not taken into account for the sample data used in this project.

The data used for this project is of a much lower resolution than the results of the experiment provide, so the full-fields are reconfigured into N48 resolution. Once this is done, the difference is taken between the two model forecasts in order to provide the data in the correct increments. This is an example of the NMC method for obtaining forecast statistics (see Section 2.2.4). The number of grid-points upon which the data is prescribed is dependent upon the resolution that is used.

Using an N48 resolution results in data that is prescribed on a two-dimensional grid which consists of 96 horizontal grid-points. Data is also prescribed upon 70 vertical model levels, encapsulating the troposphere to the mesosphere (Barry and Chorley (2010)). In Table 1 in the Appendix the model level heights and equivalent pressures are given for the 70 model levels.

The data samples provided for this project hold data for a single latitude ring, corresponding to the streamfunction control variable $\psi$ (see Section 3.1.2). 28 samples of data were produced for four latitude rings. These rings are at 45N, 45S, 40N and 40S. This gives a total of 112 samples that will be used in the experiments in this Chapter. The data for the four latitude rings is grouped together.

It is recognised that there are likely to be slight differences between the latitude rings provided, but it is assumed that these differences are negligible for the purposes of the project. The data supplied for the streamfunction has been chosen specifically in order to avoid any significant differences between degrees of latitude. It can be seen that at certain locations on the globe (i.e. around the Tropics) the data would have a significantly different shape (see Ingleby (2001)). For the latitude rings provided for $\psi$ it is assumed that the data will be suitable to use with each other in order to ensure that the ECMWF spatial transform is constructed using a large enough number of samples.

### 4.1.2 Examining the Grid-Point Variances

In order to interpret the results that will follow in later sections it is important to understand the shape of the data as it is given. To do this the grid-point variances are plotted. These grid point variances are stored in the matrix $\mathbf{D}^{v a r}$ calculated using equation (3.33) in Section 3.3.2.


Figure 4.1: Plot of the variances of the sample data for the streamfunction. Data in the range $\left(1 \times 10^{11}\right.$ to $\left.10 \times 10^{12}\right)$ is plotted.

Once the grid-point variances have been calculated the values can be plotted using a contour plot. Figure 4.1 shows the contour plot produced for the $\psi$ variable using equation (3.33) calculated from sample data. Only the information in the range from $\left(1 \times 10^{11}\right.$ to $\left.10 \times 10^{12} \mathrm{~m}^{2} / \mathrm{s}\right)$ has been plotted here in order to observe the shape around the lower vertical levels more clearly. Plotting the full range of the vertical levels makes it more difficult to see the information in the lower vertical levels, as the variance in the higher levels is of $O\left(10^{15}\right) \mathrm{m}^{2} / \mathrm{s}$.

As can be seen from the plot, there is an increase in the variances around vertical level 40 , which then drops down again before beginning to rise toward the higher vertical levels. The increase in the variances around level 40 can be attributed to the presence
of a jet causing turbulence in the air around this level. The high variances in the top five levels (representing the top of the stratosphere and the mesosphere) show a large increase in wind-speed. This is a known unphysical feature of the data, resulting from a lack of resolution in the upper levels of the forecast model as well as the upper boundary conditions of the model (Wlasak (2010), Personal Communication).

### 4.1.3 The Empirical Vertical Covariance Matrix

An important diagnostic tool for the analysis throughout this Chapter is the empirical vertical covariance matrix. This matrix is calculated in the calibration stages of the Met Office and ECMWF Spatial Transforms in Sections 3.2 and 3.3 and denoted by $\mathbf{D}^{c o v}$ in equation (3.7) of Section 3.1.2. Due to the low resolution being used for the sample data in this project it is possible to calculate this matrix and perform the eigendecomposition required to produced the information required for the vertical transform stages.


Figure 4.2: Plot in log-scale of the diagonal of the $\mathbf{D}^{c o v}$ matrix.

Figure 4.2 is a plot of the diagonal of the empirical vertical covariance matrix. By observing the variance at each point on the diagonal, the information shown in the contour plot of grid-point variances (Figure 4.1) is observed more clearly. The variances is greatest in the top five vertical levels, with the increase in variance at vertical level 40 also seen.

### 4.2 Results from the 'delta' Test

This section will present the results obtained from performing the 'delta' test, for the $\mathbf{R}$ matrix generated as result of both the Met Office (see Section 3.2) and ECMWF (see Section 3.3) spatial transforms. Details of the 'delta' test are given in Section 3.4.

In order to test the homogeneity assumption, this process is repeated over a number of columns. If the resulting columns are identical, then the data in $\mathbf{R}$ is spatially homogeneous. For the purposes of the experiments conducted in this Section, the 'delta' test was performed over columns at horizontal grid-points 10,50 and 80 .

### 4.2.1 Results using the Met Office Spatial Transform

Figure 4.3 shows the results that were obtained from producing the $\mathbf{R}$ matrix using the Met Office Spatial transform. The column corresponding to horizontal grid-point 80 is plotted together with the diagonal of the $\mathbf{D}^{c o v}$ matrix obtained from the data samples. This experiment shows that the transform procedure has worked correctly, as the two lines are virtually identical.


Figure 4.3: Plot in log-scale showing the results of the Met Office Spatial Transform. Plotted are the diagonal of the $\mathbf{D}^{c o v}$ matrix (blue line) and the column of $\mathbf{R}$ corresponding to horizontal grid-point 80 (red line).

From Figure 4.3, it can also be seen that the variance increases sharply from vertical level 55 onwards. This matches the shape of the sample data shown in Figure 4.1. The small increase at vertical level 40 is also featured in the results shown in Figure 4.3.


Figure 4.4: Plot in log-scale showing the three columns of $\mathbf{R}$ calculated using the 'delta' test with the Met Office Spatial Transform. The blue line corresponds to column 10. Column 50 is plotted in black and column 80 in red.

In order to examine the homogeneity assumption the three columns are plotted on the same graph, which is shown in Figure 4.4. Although slightly difficult to distinguish the three lines from each other, the resulting columns produced are almost identical. Investigation of the difference between the lines shows that any difference is of $O(1 \times$ $\left.10^{-15}\right) \mathrm{m}^{2} / \mathrm{s}$, which can attributed to round-off error accrued through computational processes. This result shows that the assumption of spatial homogeneity does hold for the Met Office Spatial Transform.

### 4.2.2 Results using the ECMWF Spatial Transform

For the ECMWF Spatial Transform, the results produced are identical to those for the Met Office Spatial Transform, except for round-off error. The diagonal of the $\mathbf{D}^{\text {cov }}$ matrix plotted together with any of the three columns of $\mathbf{R}$ produces two lines that are almost identical (Figure 4.5). The homogeneity assumption is also validated by plotting
the three columns together, shown in Figure 4.6.


Figure 4.5: Plot in log-scale showing the results of the ECMWF Spatial Transform. Plotted are the diagonal of the $\mathbf{D}^{c o v}$ matrix (blue line) and the column of $\mathbf{R}$ corresponding to horizontal grid-point 80 (red line).


Figure 4.6: Plot in log-scale showing the three columns of $\mathbf{R}$ calculated using the 'delta' test with the ECMWF Spatial Transform. The blue line corresponds to column 10. Column 50 is plotted in black and column 80 in red.

### 4.3 Observing Separability of Correlation Functions

In order to investigate the separability of the vertical correlation functions resulting from the spatial transforms, the correlations between the different vertical levels are observed for a specific level. To achieve this requires the calculation of the implied vertical correlation matrix $\mathbf{C}^{i m p} \in \mathbb{R}^{I J \times I J}$. This matrix is related to the $\mathbf{B}^{i m p}$ matrix through the matrix $\tau \in \mathbb{R}^{I J \times I J}$, a diagonal matrix with the model level standard deviations along the diagonal and zeros elsewhere. $\mathbf{C}^{i m p}$ is found using

$$
\begin{equation*}
\mathbf{C}^{i m p}=\tau^{-1} \mathbf{B}^{i m p} \tau^{-1} \tag{4.1}
\end{equation*}
$$

In order to observe the correlations using the $\mathbf{R}$ matrix calculated using the spatial transforms in Chapter 3, the correlation matrix $\mathbf{C}^{R} \in \mathbb{R}^{I \times J}$ is calculated. This uses the $\Sigma$ matrix defined in equation (3.41) of Section 3.3 and the $\delta$ matrix as described in Section 3.4. To observe the correlations with respect to a particular level $l$ at horizontal grid-point $n$ the $\delta$ matrix is constructed such that

$$
\delta_{(i, j)}= \begin{cases}1 & \text { if } i=l, j=n  \tag{4.2}\\ 0 & \text { otherwise }\end{cases}
$$

This matrix is then pre-multiplied by $\Sigma$ and the $\mathbf{R}$ matrix is constructed using the vertical and horizontal transforms as described in Sections 3.2 or 3.3 . $\mathbf{R}$ is then premultiplied by $\Sigma$ to produce the matrix $\mathbf{C}^{R} \in \mathbb{R}^{I \times J}$. This gives a representation of the correlation at each grid-point with respect to the point $(l, n)$. This can be written in the form

$$
\begin{equation*}
\mathbf{C}^{R}=\Sigma R \Sigma \delta, \tag{4.3}
\end{equation*}
$$

where $R$ is an operator signifying the construction of the matrix $\mathbf{R}$.
By altering the value of $l$ for which $\mathbf{C}^{R}$ is calculated the horizontal and vertical length scales can be observed. Figures 4.7-4.9 show a small selection of the resulting correlations showing how the correlations change as the vertical level increases, using the Met Office Spatial Transform. The results are shown for horizontal grid-point 50 in order to observe the resulting shapes more clearly. The choice of horizontal grid-point is irrelevant due to the homogeneity assumption used in calculating $\mathbf{B}^{i m p}$ and $\mathbf{R}$.

The correlations in this section are plotted with respect to $\log$ (Pressure), rather than vertical level. This is to ensure that the length scales can be observed more accurately, as the vertical levels are not uniformly spaced (see Table 1). As a result of plotting against $\log$ (Pressure), the lower vertical levels are shown at the top of the plots and the higher vertical levels at the bottom of the plot.


Figure 4.7: Correlations between vertical levels for level 11 from the Met Office $\mathbf{C}^{R}$ matrix.

Figure 4.7 shows the correlation with vertical level 11 at horizontal grid-point 50 . The correlation at the point observed is equal to one as expected. The correlation bands are narrow in this case, with the values dropping toward zero sharply in the horizontal direction. The vertical and horizontal length scales are small, which gives an indication that the functions are non-separable. Separable correlation functions imply that the horizontal and vertical length scales need not be equal.

This similarity between the length scales also demonstrates that the correlations are isotropic in grid-point space. The correlations are not circular, which could be a result of the coarse resolution being used. There is also a small amount of correlation in levels higher than that level 11 (in the $\log$ (Pressure) range $(0-1)$ and $(3-4) \mathrm{hPa}$ in Figure
4.7). This is an example of the unphysical behaviour seen in the top five levels in Figure 4.1 and will be a feature of all the plots shown in this section.


Figure 4.8: Correlations between vertical levels for level 41 from the Met Office $\mathbf{C}^{R}$ matrix.

Figure 4.8 is a representation of the correlations in the mid-vertical levels, with vertical level 41 shown as an example. Here the horizontal and vertical length scales are larger, with the isotropic nature of the correlations more evident than seen in Figure 4.7. In the top five vertical levels an area of correlation is visible that is broadening in the horizontal and showing a larger correlation with level 41 than seen for level 11.

When the highest vertical levels are reached the length scales change dramatically. For level 66, as shown in Figure 4.9, both the vertical and horizontal length scales have increased. The horizontal length scales in particular have become large enough to stretch across the whole horizontal direction. The correlations are also much higher than would be expected for the points furthest away from the grid-point that was selected. This could be a result of the known problems with the higher vertical levels, as discussed in Section 4.1. There are also larger correlations than expected with lower vertical levels, which also have large horizontal length scales.


Figure 4.9: Correlations between vertical levels for level 66 from the Met Office $\mathbf{C}^{R}$ matrix.

The results presented give a good indication of the non-separability of the correlation functions for the Met Office spatial transform. By comparing these results with the resulting correlations from the ECMWF spatial transform a comparison between the two can be made. Figures $4.10-4.12$ show the correlation functions for the same vertical levels as presented for the Met Office, but using the ECMWF spatial transform.

Figure 4.10 show the resulting correlations for vertical level 11. An immediate comparison can be made with Figure 4.7 in that the vertical and horizontal length scales are short for this low level. However, the isotropy that was present in the Figure 4.7 does not appear to be as prevalent in Figure 4.10. This could be a result of the nature of the sample data, but is an unexpected result since the horizontal transform is made with the assumption of isotropy (see Section 2.3.3).

In Figure 4.11 the increase in the length scales is again clear for level 41, with the horizontal length scale extending much further across the horizontal direction. There is also a clear band toward the higher levels which is more correlated than the case shown in Figure 4.8. The isotropic nature of the correlations is again less pronounced than for


Figure 4.10: Correlations between vertical levels for level 11 from the ECMWF $\mathbf{C}^{R}$ matrix.


Figure 4.11: Correlations between vertical levels for level 41 from the ECMWF $\mathbf{C}^{R}$ matrix.
the Met Office example, which could be a result of the different way in which the spatial transform is constructed.


Figure 4.12: Correlations between vertical levels for level 66 from the ECMWF $\mathbf{C}^{R}$ matrix.

For the top five levels, of which level 66 is given as an example in Figure 4.12, the horizontal length scale extends across the whole of the horizontal direction with higher than expected correlations. If compared to Figure 4.9, the correlations with the lower vertical levels are higher, but still extend along all of the horizontal direction. This indicates that the horizontal length scales for the higher vertical levels are larger than would be expected. This could be

From these results presented in this section the non-separability of the vertical and horizontal correlation functions is shown extremely well for both the Met Office and ECMWF spatial transforms. In the case of the ECMWF the length scales are longer than that of the Met Office and also do not appear to share the same one-dimensional isotropy. This result was unexpected, as the spatial transforms are known to be built using an assumption of isotropy (see Section 2.3.3).

The results presented in this section agree with the results of other work in this subject. Ingleby (2001) provided evidence of large horizontal length scales in the higher vertical levels, along with discussion on the way in which the length scales vary in
the horizontal and vertical directions. Bartello and Mitchell (1992) and Lonnberg and Hollingsworth (1986) also provides results showing the increase in horizontal length scales as the vertical level increases. The sharpening of vertical levels with increased height was shown by Derber and Bouttier (1999), which further highlights the nonseparability discussed here.

### 4.4 Vertical Mode Analysis

The ECMWF spatial transform relies upon the storage of much more information than in the Met Office spatial transform, but as has been seen in Section 4.2 the results produced as a result of the 'delta' test are the same. In order to understand the reasoning behind the ECMWF storing this extra data it is possible to examine the dominant vertical modes, which are the eigenvectors found in the vertical transform stage (see Sections 3.2.2 and 3.3.2). These are the modes that are associated with the eigenvalues of greatest magnitude. Vertical mode analysis has also been performed by Ingleby (2001) for a variety of control variables.

Since the ECMWF stores $J$ pseudo-correlation matrices, one for each wavenumber, for each of the $I$ vertical modes there are $J$ ECMWF vertical modes compared to one in the Met Office. In order to investigate the difference between the two operational centres a selection of these are plotted. Since the vertical modes are in spectral space, they consist of a real and imaginary part, both of which need to be investigated.

Figure 4.13 is a plot of four of the vertical modes associated with the first ECMWF vertical mode, representing horizontal wavenumbers $1,15,30$ and 48 . The real part of the mode is plotted in the green dashed line, while the imaginary part is the red dotted line. The solid blue line is the first Met Office vertical mode. The plot corresponding to wavenumber 1 has no imaginary part as this mode is real-valued despite being in spectral space. Due to the complex conjugacy property discussed in Section 3.1.4, only the first half of the spectrum needs considering.

The plot shows that for the lower and higher horizontal wavenumbers the components of the eigenvectors are largest (in absolute value) for the higher vertical levels and


Figure 4.13: Plots of 4 horizontal wavenumbers in the ECMWF vertical transform corresponding to the first vertical mode. Green dashed line is the real part of the mode, red dash-dotted line is the imaginary part. The Met Office mode is plotted (solid blue line) for comparison.
smaller for the lower levels. The horizontal wavenumbers toward the middle of the range (wavenumbers 30 and 48 in Figure 4.13) have the largest magnitude of components for the lower vertical levels and almost no magnitude in the higher levels.

This feature of the modes would indicate that the ECMWF vertical transform ensures that all the vertical levels have some contribution made for the leading modes. The Met Office leading modes have almost no contribution to the lower levels, resulting in the majority of the power being present in the higher vertical levels (since the leading modes are associated with eigenvalues of greatest magnitude).

Performing the same analysis for other leading modes justifies this result, with the third dominant mode shown in Figure 4.14. The mid-range modes (mode 35 for example, not shown) have a contribution that is more uniformly distributed throughout the vertical levels in both operational centres. For the vertical modes corresponding to the eigenvectors of smallest magnitude (e.g. mode 67, not shown) the contribution to the


Figure 4.14: Plots of 4 horizontal wavenumbers in the ECMWF vertical transform corresponding to the third dominant mode. Green dashed line is the real part of the mode, red dash-dotted line is the imaginary part. The Met Office mode is plotted (solid blue line) for comparison.
eigenvectors is mostly in the lower levels, with some contribution from the ECMWF modes being present in the higher vertical levels.

### 4.5 Incorporation of Physical and Dynamical Reasoning

In the spatial transforms implemented as part of this project the vertical transforms are calculated by solving an eigenvalue problem that is based upon an Euclidean outer product (see equation (3.6) in Section 2.2 for more details). This does not allow for any physical or dynamical meaning to be associated with the vertical covariance matrix in the spatial transform stage. By defining the vertical covariance matrix in terms of the Euclidean norm the representation of the matrix is strongly dependent upon the positions of the vertical levels.

By incorporating an alternative outer product definition, such as that described in Section 3.5, the vertical transforms can be calculated in a way that has more physical
meaning. In order to investigate the way in which this impacts on the resulting $\mathbf{B}^{i m p}$ matrix, a comparison between the results obtained from the Met Office $\mathbf{R}$ matrix is made using both of the outer products described.

### 4.5.1 Applying the 'delta' test

The first test that can be done once the mass-weighted outer product is implemented is to perform the 'delta' test. This will enable the results to be compared with those calculated in Section 4.2. The 'delta' test was performed in the same way as described in Section 4.2, using the Met Office spatial transform under both outer product definitions. The results are shown in Figure 4.15.


Figure 4.15: The results of the 'delta' test run using the Met Office spatial transform for both outer product definitions. The red line denotes the Euclidean outer product result, blue markers the mass-weighted outer product.

The results indicate that there is no difference to the final result obtained when using either outer product. This ability to be able to incorporate the physical representation of the vertical transform without affecting the final results is encouraging. Caution is advised when looking at these results however, as the same results may not be appli-
cable for a fully three-dimensional problem. It is noted here that the Met Office do not observe this similarity of results in their investigations (Wlasak (2010), Personal Communication).

### 4.5.2 Investigating the Power Spectrum

One of the stages in calculating the $\mathbf{R}$ matrix involves multiplying the spectrally transformed vertical modes by the power spectrum (see equation (3.24) in Section 3.2.2). The power spectrum provides a measure of the power associated with each wavenumber for a vertical mode. These power spectra are stored in the matrix $\mathbf{D}^{P}$ calculated by equation (3.24).

By analysing the power spectra for various vertical modes the effect of the outer product used can be seen. The power spectra plotted in this Section are plotted for the first half of the wavenumbers. The full power spectrum is symmetrical due to the complex conjugacy result of the horizontal transform stage (see Section 3.1.4), so the shape of the spectra can be observed more clearly from the first half.


Figure 4.16: The Power Spectrum for vertical mode 1 calculated using the Euclidean outer product (blue line) and the mass-weighted outer product (dashed red line).

The power spectrum for the first vertical mode is shown in Figure 4.16, with the spectra for the Euclidean and mass-weighted outer products shown. The plot shows that
for the first vertical mode the majority of the power in the mode is attributed to the lower wavenumbers, decreasing slowly as the wavenumber increases. The results from the two outer products are similar, with no obvious difference between the two. This is common to the other low vertical modes (not plotted), indicating that the more physical representation of the vertical covariance matrix has little impact upon the lower vertical modes.


Figure 4.17: The Power Spectrum for vertical mode 67 calculated using the Euclidean outer product (blue line) and the mass-weighted outer product (dashed red line).

This similarity between the two outer products continues for the majority of the vertical modes, with little difference visible (some exceptions occur during the midrange vertical modes but this is not significant to look at more deeply here). When the highest vertical modes are reached ( 65 upwards) a marked difference between the two outer products begins to appear for the wavenumbers. Figure 4.17 shows the power spectrum for vertical mode 67 .

The power spectrum in this case is much flatter for the mass-weighted outer product, showing that the power has been distributed more evenly about the wavenumbers. This result shows that the representation of the higher vertical modes is more dynamically reasonable. It can also be used to show that the correlation functions are more separable than for the Euclidean outer product definition. This links to Section 4.3 and a similar
test for the mass-weighted outer product could be performed.
This investigation has gone some way toward answering question 3 at the beginning of the Chapter. By implementing the mass-weighted outer product the power spectra for the higher vertical modes have become much flatter and have therefore produced a more physical representation of the vertical transforms. This section has also linked in which the discussion on the separability of correlation function.

### 4.6 Summary

In this Chapter a number of investigations were performed in order to answer three questions relating to the implied $\mathbf{B}$ matrix. These investigations involve the use of streamfunction sample data provided by the Met Office.

Examining the grid-point variances shows an increase in the variance through the vertical levels, with a sharp increase at the top five levels. The results of the 'delta' test, as described in Section 3.4, show that the only difference between the Met Office and ECMWF spatial transforms can be attributed to round-off error. The homogeneity assumption is also validated for both the Met Office and ECMWF spatial transforms.

By observing the correlations between vertical levels for a selection of vertical levels insight was gleaned concerning the non-separability of the correlation functions. It was seen that both the vertical and horizontal length scales increase as vertical level increases and are isotropic in the case of the Met Office transform. The change in length scale is more pronounced in the ECMWF transform than that of the Met Office.

Vertical mode analysis showed that for the ECMWF, the specification of a set of eigenvalues and eigenvectors for each horizontal wavenumber has an effect on the leading vertical modes. In the Met Office the leading modes have a greater magnitude for the higher vertical levels. The ECMWF has magnitude that is spread throughout the vertical levels, depending upon the wavenumber observed.

The effect on implementing the mass-weighted outer product into the Met Office vertical transforms was highlighted through analysis of the power spectrum. By comparing the power spectrum with that obtained through the standard Euclidean outer
product, it was shown that for higher vertical modes the power spectrum is significantly flatter for the mass-weighted outer product. This is a benefit of incorporating a more dynamical and physical representation into the vertical transform.

Observation of the power spectra also highlighted a possibility of the correlation functions being more separable in the mass-weighted representation, which would describe a more realistic correlation structure.

## Chapter 5

## Conclusions and Further Work

The Background Error Covariance Matrix B has an important role in the data assimilation process. It is responsible for spreading the observation information to nearby points and also for weighting the observations at the points in which the observations are made. The $\mathbf{B}$ matrix also allows for multivariate spreading of information, which can result in observations of one variable causing an analysis increment for other variables.

As an explicit construction of $\mathbf{B}$ is almost impossible, due to the lack of a true state and a sufficiently large population of background errors, an approximation is constructed. One method of constructing this approximation to $\mathbf{B}$ involves the CVT. The CVT uses a combination of parameter and spatial transforms, making key assumptions about the nature of the background errors, to construct the approximation to $\mathbf{B}$.

This project aimed to explore the results of the spatial transform stage of the CVT, for the univariate case on a two-dimensional field. Using training data supplied by the Met Office, the spatial transform was constructed using two variations on the spatial transform construction, relating to the Met Office and ECMWF. The results of these transforms were then investigated.

### 5.1 Conclusions

The Met Office and ECMWF spatial transforms differ in a number of ways. The spatial transforms are constructed using a combination of horizontal and vertical transforms, with both operational centres performing these transforms in a different order.

The horizontal transform is performed in this project through the use of a DFT and an inverse DFT to transform to or from spectral space, respectively. The vertical transform is performed using information obtained through the eigendecomposition of the sample data. The Met Office obtains one set of vertical transform matrices, while the ECMWF allow the vertical transform to vary by horizontal wavenumber. This increases the storage required for the ECMWF vertical transform considerably.

By using a variation of a single observation test, it was seen that the implied B matrix constructed from the spatial transforms produced results that were almost identical to the diagonal entries of the covariance matrix of the sample data. The difference between the spatial transform and this diagonal can be attributed to round-off error. The assumption of homogeneity that is made was also validated in both the Met Office and ECMWF spatial transform cases.

By observing the correlations between vertical levels for a selection of levels, the size of the vertical and horizontal length scales present in the implied $\mathbf{B}$ matrix were shown. It is seen that the length scales increase as the vertical level increases, which is evidence that the correlation functions are non-separable. This is in agreement with results presented by many authors, such as Bartello and Mitchell (1992), Rabier et al. (1998) and Lonnberg and Hollingsworth (1986).

It was also seen that the horizontal length scales broaden considerably in the top levels, which was also noted by Ingleby (2001). This large increase in horizontal length scale for the top five levels supports the large increase seen in the plot of individual grid-point variances of the sample data (Section 4.1). There is also evidence seen that this unphysical behaviour in the top five levels has an effect on correlations in lower vertical levels.

The assumption of isotropy was observed in the correlations seen for the Met Office
spatial transform. since the horizontal and vertical length scales were of similar size. Some discrepancy occurs but is possibly due to the coarse resolution on which the data is prescribed. The isotropy is not so clear in the ECMWF spatial transform, which was an unexpected result as the assumption forms a key part of the spatial transform.

Vertical mode analysis provided some justification for the increased storage seen in the ECMWF vertical transforms. The Met Office leading vertical modes have almost the entire magnitude of the mode attributed to the highest vertical levels (also seen in Ingleby (2001)). By plotting a selection of modes corresponding to different wavenumber for the ECMWF leading modes, it was seen that the distribution of magnitude is spread throughout the vertical levels. This more uniform distribution of vertical mode contribution is a benefit of the ECMWF additional storage.

Incorporation of a mass-weighted outer product into the vertical transform stage of the Met Office spatial transform produced some surprising results. The initial results obtained testing the resulting implied $\mathbf{B}$ matrix suggest that there is no difference between the two outer product definitions. This is a surprising result and does not relate to the results observed by the Met Office in their investigations (Wlasak (2010), Personal Communication). This could be due to the simplified spatial transforms used in this project.

Observation of the power spectra for both outer product definitions shows some difference between the spectra in the top five vertical levels. The spectra for the massweighted outer product was much flatter than that seen for the Euclidean outer product. This is a possible indication that the correlation functions would be more separable for the mass-weighted outer product, as the power is distributed more evenly. It is also possible that this flatter behaviour, which only occurs in the top five levels, is a result of the unphysical behaviour observed elsewhere in the project.

### 5.2 Future Work

Over the course of this project it became apparent that there are a number of different directions in which investigating the $\mathbf{B}$ matrix could proceed. The investigations pre-
sented here only represent a small proportion of those that could be performed in order to answer the three main questions posed in Chapter 1. There is also much potential in extending the investigations already performed in order to answer these questions more thoroughly.

The assumptions of homogeneity and isotropy play an important role in the implied B matrix resulting from the spatial transforms. Further analysis of these assumptions is achievable, both in terms of the sample data and resulting covariances. This could be achieved through the use of single observation tests, which would highlight the analysis increment around the observation. It would be expected that the observation information would spread to nearby point in a symmetric manner if the assumptions of isotropy hold.

The potential of the mass-weighted outer product has not been fully explored, particularly in relation to the ECMWF spatial transform. Analysis of the effect on the resulting vertical transforms would be worth performing, especially considering the differences between the way in which they are constructed in the two operational centres. The vertical mode analysis presented here could then also be applied to the massweighted outer product, where it would be expected that the leading modes would be different to those seen in this project.

The higher vertical levels were the cause of some strange results observed throughout this project, some of which cannot be explained using physical reasoning. By truncating the field to remove these vertical levels, a more physical picture of the atmosphere could be observed. This would enable the analysis to be performed without the strange behaviour becoming a factor in the results.

In presenting a simple two-dimensional field upon which the sample data was collected, limitations were placed upon the experiments that could be performed. A logical extension would be to allow for variations in latitude for the sample data, which would allow for three-dimensional aspects to be considered. For instance, it has been well documented that length scales vary according to latitude and so confirmation of this using the methods presented here is possible. Doing this would increase the complexity of the
horizontal transform however, as it would involve spherical harmonics rather than the DFT used here.

Finally, this project involved the use of only a single control variable, allowing only univariate covariances to be examined. By introducing more control variables into the project, a multivariate analysis could be performed. This would allow the relation between different variables to be explored, which was not possible in this project.

## Appendix

## Model Level Height/Pressure Specifications

In table 1 on the following page the model level heights and equivalent pressures are given.

| Level | Height <br> $(\mathrm{m})$ | Equivalent <br> pressure $(\mathrm{hPa})$ |  | Level | Height <br> $(\mathrm{m})$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  | Equivalent <br> pressure $(\mathrm{hPa})$ |  |  |
|  |  |  |  |  |  |
| 1 | 10.000 | 983.51 | 36 | 8877.3 | 308.87 |
| 2 | 36.664 | 979.75 | 37 | 9371.4 | 287.37 |
| 3 | 76.664 | 974.51 | 38 | 9879.6 | 266.54 |
| 4 | 130.00 | 967.81 | 39 | 10402 | 246.43 |
| 5 | 196.66 | 959.66 | 40 | 10940 | 227.07 |
| 6 | 276.66 | 950.10 | 41 | 11494 | 208.49 |
| 7 | 370.00 | 939.17 | 42 | 12065 | 190.69 |
| 8 | 476.66 | 926.90 | 43 | 12654 | 173.68 |
| 9 | 596.66 | 913.33 | 44 | 13265 | 157.45 |
| 10 | 730.00 | 898.53 | 45 | 13898 | 141.98 |
| 11 | 876.66 | 882.55 | 46 | 14558 | 127.27 |
| 12 | 1036.7 | 865.45 | 47 | 15249 | 113.31 |
| 13 | 1210.0 | 847.30 | 48 | 15975 | 100.13 |
| 14 | 1396.7 | 828.17 | 49 | 16743 | 87.77 |
| 15 | 1596.7 | 808.12 | 50 | 17559 | 76.28 |
| 16 | 1810.0 | 787.24 | 51 | 18432 | 65.70 |
| 17 | 2036.7 | 765.59 | 52 | 19372 | 56.01 |
| 18 | 2276.7 | 743.26 | 53 | 20392 | 47.17 |
| 19 | 2530.0 | 720.31 | 54 | 21505 | 39.17 |
| 20 | 2796.7 | 696.81 | 55 | 22728 | 31.99 |
| 21 | 3076.7 | 672.86 | 56 | 24079 | 25.62 |
| 22 | 3370.0 | 648.51 | 57 | 25580 | 20.06 |
| 23 | 3676.7 | 623.86 | 58 | 27256 | 15.31 |
| 24 | 3996.7 | 598.96 | 59 | 29135 | 11.34 |
| 25 | 4330.0 | 573.91 | 60 | 31250 | 8.12 |
| 26 | 4676.7 | 548.78 | 61 | 33637 | 5.61 |
| 27 | 5036.7 | 523.66 | 62 | 36337 | 3.74 |
| 28 | 5410.0 | 498.61 | 63 | 39397 | 2.40 |
| 29 | 5796.7 | 473.71 | 64 | 42867 | 1.48 |
| 30 | 6196.7 | 449.03 | 65 | 46807 | 0.86 |
| 31 | 6610.0 | 424.62 | 66 | 51281 | 0.47 |
| 32 | 7036.7 | 400.56 | 67 | 56360 | 0.23 |
| 33 | 7476.7 | 376.89 | 68 | 62124 | 0.09 |
| 34 | 7930.1 | 353.68 | 69 | 68660 | 0.03 |
| 35 | 8396.9 | 330.99 | 70 | 76067 |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

Table 1: Model level heights and equivalent pressures
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